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#### Abstract

Pair correlated angular momentum projected standard Weyl tableau states spanning an $m$ dimensional paired shell-model space have been obtained for a system of $2 N$ identical nucleons. A simple procedure has been developed for carrying out the restriction of the unitary group $\mathrm{U}(m)$ to the rotation group $\mathrm{O}(3)$ for configurations of both single and multilevel distributions of the single particle states. The mapping of the correlated pair configuration space onto the antisymmetric states allowed by Pauli principle is achieved using the particle antisymmetrizer. The procedure for determining the shell-model Hamiltonian matrix using the above basis is outlined.


## I. INTRODUCTION

Extensive studies have been undertaken over the past few years regarding correlations between the phenomenological interacting boson models (IBM-1,2) and the shellmodel approaches. ${ }^{1-4}$ One of the most useful of such correlations relates to the use of pair-fermion states such as those which occur in broken pair approximation (BPA) methods. ${ }^{5,6}$ In these approaches correlated pairs of low angular momentum coupled correlated fermion states ( $J=0,2$ ) are sought to be related to the $s$ and $d$ bosons of IBM-1 in case of identical even nucleon systems. In most cases Dyson mapping approaches are used to obtain this correlation. ${ }^{7,8}$ It was shown in a recent paper ${ }^{9}$ that the action of a Dyson mapped Hamiltonian on Dyson mapped boson pair states was equivalent (operationally) to the action of a shell-model Hamiltonian on determinantal products of single particle states. This equivalence was established using the shell-model $|j, m\rangle$ basis. The main feature of IBM and BPA studies is the truncation scheme on the shell-model configuration space based on the use of low angular momentum coupled pair states to generate a physically significant subspace. In this context, the equivalence established using the $|j, m\rangle$ basis ${ }^{9}$ is not of much utility since a consistent truncation scheme is not possible in this space.

In the present paper we have attempted to develop a viable procedure for realizing bosonlike products of angular momentum coupled pair states of identical nucleons. A simple method is suggested to obtain good angular momentum states of even nucleon systems. A truncation of the space leads us to consider pair states with $J=0,2$. A procedure for antisymmetrizing these product states to satisfy the Pauli principle is also proposed. These methods are outlined in Sec . II and illustrated using suitable examples. A brief discussion of the method is presented in Sec. III.

## II. ANGULAR MOMENTUM PROJECTED PAIR STATES

Consider an ordered orthonormal set of single particle shell-model basis states spanning a linear vector space $V_{n}$,

$$
\begin{equation*}
V_{n}:\left\{\left|j_{a} m_{a}\right\rangle \mid a=1, \ldots, k ;-j_{a} \leqslant m_{a}<j_{a} ; \sum_{a=1}^{k}\left(2 j_{a}+1\right)=n\right\} \tag{1}
\end{equation*}
$$

for a system of $2 N$ identical nucleons. In the above set it is assumed that $a<b$ implies $j_{a}>j_{b}$ or, if $j_{a}=j_{b}, m_{a}>m_{b}$ and in any product the state $\left|j_{a}, m_{a}\right\rangle$ precedes $\left|j_{b}, m_{b}\right\rangle$ as read from left to right. $V_{n}$ provides the carrier space for the fundamental representation of the unitary group $\mathrm{U}(n)$ with its Lie algebra defined by a set of $\boldsymbol{n}^{2}$ generators $E_{a b}(a, b=1,2, \ldots, n)$ satisfying

$$
\begin{equation*}
\left[E_{a b}, E_{c d}\right]=E_{a d} \delta_{b c}-E_{c b} \delta_{a d} \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{a b}^{+}=E_{b a} \tag{3}
\end{equation*}
$$

Using the generators defined by Eqs. (2) and (3), it is possible to express the shell-model Hamiltonian as ${ }^{10}$
$H=\sum_{a} \epsilon_{a} E_{a a}+\frac{1}{2} \sum_{a<b} \sum_{c<d} V_{(a b)(c d)}\left(E_{a c} E_{b d}-\delta_{b c} E_{a d}\right)$,
where

$$
\begin{equation*}
V_{(a b)(c d)}=\frac{1}{2}\left(V_{a b, c d}-V_{a b, d c}-V_{b a, c d}+V_{b a, d c}\right), \tag{5}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{a b, c d}=\left\langle j_{a} m_{a} j_{b} m_{b}\right| V(1,2)\left|j_{c} m_{c} j_{d} m_{d}\right\rangle \tag{6}
\end{equation*}
$$

For a system of $2 N$ identical particles, states allowed by the Pauli principle are the determinantal states spanning the representation [ $1^{2 N} \dot{0}$ ] of the group $\mathrm{U}(n)$,

$$
\begin{equation*}
\left(j_{1} m_{1} \cdots j_{2 N} m_{2 N}\right) \equiv \mathscr{A}\left(\left|j_{1} m_{1}\right\rangle \cdots\left|j_{2 N} m_{2 N}\right\rangle\right) \tag{7}
\end{equation*}
$$

where $\mathscr{A}$ is the particle antisymmetrizer,

$$
\begin{equation*}
\mathscr{A}=(2 N!)^{-1 / 2} \sum_{P \in S_{2 N}} \delta_{P} P \tag{8}
\end{equation*}
$$

There are only three distinct categories of nonzero matrix elements of Eq. (4) over the basis defined by Eq. (7). These are listed for convenience in the Appendix. The usual problem with this approach is that the dimensionality of the space is too large and no consistent scheme of truncation is available on the configuration space.

An alternative to the shell-model approach is to define a space of antisymmetric second rank tensors realized on $V_{n} \otimes^{2}$ as

$$
\begin{align*}
V_{m}: & \left\{\phi_{a b}=-\phi_{b a}=(1 / \sqrt{2})\left(\left|j_{a} m_{a}\right\rangle\left|j_{b} m_{b}\right\rangle\right.\right. \\
& \left.\left.-\left|j_{b} m_{b}\right\rangle\left|j_{a} m_{a}\right\rangle\right) \mid a<b=1, \ldots, n\right\}, \tag{9}
\end{align*}
$$

where $V_{m}$ is the [ $m=n(n-1) / 2$ ]-dimensional space spanned by standard Weyl tableaux (SWT) of the representation [ $\left.1^{2} \dot{\mathrm{O}}\right]$ of $\mathrm{U}(n)$. The single particle orbitals defining $\phi_{\mathrm{ab}}$ are assumed ordered in the usual SWT scheme. It then follows that

$$
\begin{equation*}
\left\langle\phi_{a b} \mid \phi_{c d}\right\rangle=\delta_{a c} \delta_{b d}, \tag{10}
\end{equation*}
$$

since $a<b$ and $c<d$. For a system of $N$ pairs of identical nucl. $\lrcorner \mathrm{ns}$, the procedures outlined in an earlier paper ${ }^{9}$ lead to $N$ th rank antisymmetric product states,

$$
\begin{align*}
& {\left[\left(a_{1} b_{1}\right)\left(a_{2} b_{2}\right) \cdots\left(a_{N} b_{N}\right)\right]} \\
& \quad=\left(\frac{2^{N} N!}{(2 N)!}\right)^{1 / 2} \sum_{R \in S_{2 N} / S_{N^{*}}\left(S_{2}\right)^{N}} \delta_{P} P\left(\phi_{a_{1} b_{1}} \cdots \phi_{a_{N} b_{N}}\right), \tag{11}
\end{align*}
$$

where $a_{k}=\left|j_{a_{k}} m_{a_{k}}\right\rangle, b_{k}=\left|j_{b_{k}} m_{b_{k}}\right\rangle$ and $a_{k} \neq a_{l}, b_{k} \neq b_{l}$ if $k \neq l$. In the above product, for a fixed index $a_{k}$ the index $b_{k}$ ranges over $a_{k}+1 \leqslant b_{k} \leqslant n-2 N+2$ so that the number of independent configurations as in Eq. (7) for this value of $a_{k}$ is $\binom{n-k-1}{2 N-2}$ since no index is to occur more than once in a product. The total number of configurations is thus

$$
\begin{equation*}
\sum_{k=1}^{n-2 n+1} k\binom{n-k-1}{2 N-2}=\binom{n}{2 N} . \tag{12}
\end{equation*}
$$

Thus the correspondence between configurations of pair states of Eq. (9) and the standard shell-model configuration space [ $1^{2 N} \dot{0}$ ] is one-to-one. That the correspondence is isometric follows using the steps outlined in the earlier paper ${ }^{9}$ as

$$
\begin{align*}
& {\left[\left(a_{1} b_{1}\right)\left(a_{2} b_{2}\right) \cdots\left(a_{N} b_{N}\right)\right]} \\
& \quad=\mathscr{A}\left(\left|a_{1}\right\rangle\left|b_{1}\right\rangle\left|a_{2}\right\rangle\left|b_{2}\right\rangle \cdots\left|a_{N}\right\rangle\left|b_{N}\right\rangle\right) . \tag{13}
\end{align*}
$$

Thus it is quite apparent at this stage that nothing is to be gained using the pair basis states of Eq. (9) in preference to the shell-model basis. No simple and consistent prescription is evident at this stage for truncating the configuration space. This leads us to define an alternative basis set on $V_{m}$ in terms of angular momentum coupled pair states as

$$
\begin{equation*}
\phi_{\mu j m}=\sum_{m_{a} m_{b}}\left\langle j_{a} m_{a} j_{b} m_{b} \mid \mu j m\right\rangle \phi_{a b}, \tag{14}
\end{equation*}
$$

where $\mu=\left(j_{a}, j_{b}\right)$ and $\left(j_{a} m_{a}, j_{b} m_{b}|\mu j m\rangle\right.$ are ClebschGordan coefficients (CGC) of $\mathbf{O}(3)$. If $j_{a}=j_{b}$, a slight modification is to be made on the right-hand side of Eq. (14) with

$$
\sum_{m_{a} m_{b}} \rightarrow \sqrt{2} \sum_{m_{a} m_{b}\left(m_{a}>m_{b}\right)} .
$$

This occurs since the $\phi_{a b}$ are SWT basis states. We note that just as the $\phi_{a b}$ provide a basis on $V_{m}$, the $\phi_{\mu j m}$ lead to an alternative basis on the space. Based on the earlier analysis, ${ }^{9}$ we note that $V_{m}$ is the fundamental representation space of a unitary group $\mathrm{U}(m)$ whose Lie algebra is defined by a set of $m^{2}$ generators $E_{(a b)(c d)}(a<b, c<d=1, \ldots, n)$. The set of states
$\left\{\phi_{\mu j m}\left|\mu \equiv\left(j_{a}, j_{b}\right) ;\left|j_{a}-j_{b}\right| \leqslant j \leqslant\left(j_{a}+j_{b}\right) ;-j \leqslant m \leqslant j\right\}\right.$
defines an equivalent orthonormal basis on $V_{m}$,

$$
\begin{equation*}
\left\langle\phi_{\mu j m} \mid \phi_{\mu^{\prime} j^{\prime} m^{\prime}}\right\rangle=\delta_{\mu \mu^{\prime}} \delta_{j j^{\prime}} \delta_{m m^{\prime}}, \tag{15}
\end{equation*}
$$

and can be used to provide a representation of $\mathrm{U}(m)$. The unitary transformations of Eq. (14) enable us to define an
equivalent set of shift operators on $V_{m}, E_{\mu j m ; \mu^{\prime} j m^{\prime}}$, which are generators of the Lie algebra of $\mathrm{U}(m)$ satisfying

$$
\begin{align*}
& \text { [ } E_{\mu j m ; \mu j^{\prime} m^{\prime}}, E_{\mu^{\prime} j^{\prime \prime} m^{*} ; \mu^{\prime \prime} / r^{m}} \text { ] } \\
& =E_{\mu j m ; \mu^{\prime \prime} T^{*} m^{*}} \delta_{\mu^{\prime} \mu^{\prime \prime}} \delta_{j j^{j}} \delta_{m^{\prime} m^{*}} \tag{16}
\end{align*}
$$

and

$$
\begin{equation*}
E_{\mu j m ; \mu j^{\prime} m^{\prime}}^{+}=E_{\mu^{\prime} j^{\prime} ; m^{\prime} \mu m}, \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
E_{\mu j m ; \mu j m^{\prime}}= & \sum_{\substack{m_{a} m_{b} \\
m_{a}^{\prime} m_{b}^{\prime}}}\left\langle j_{a} m_{a} j_{b} m_{b} \mid \mu j m\right\rangle \\
& \times\left\langle\mu^{\prime} j^{\prime} m^{\prime} \mid j_{a}^{\prime} m_{a}^{\prime} j_{b}^{\prime} m_{b}^{\prime}\right\rangle E_{\left(\mu m_{a} m_{b}\right) ;\left(\mu^{\prime} m_{d}^{\prime} m_{b}^{\prime}\right)} . \tag{18}
\end{align*}
$$

We now introduce an ordering in the index set $\phi_{\mu j m}$ by assuming that in any tensor product, the states with $j$ ( $\mu$ ranging) precede those with $j^{\prime}$ ( $\mu^{\prime}$ ranging) if $j>j^{\prime}$. If $j=j^{\prime}$, states of a given $m$ precede those with an $m^{\prime}$ if $m>m^{\prime}$ as read from left to right. Among the states in a product with a given $j$, those having $\mu=\left(j_{a}, j_{b}\right)$ precede those with $\mu^{\prime}=\left(j_{a}^{\prime}, j_{b}^{\prime}\right)$ if $j_{a}>j_{a}^{\prime}$ or if $j_{a}=j_{a}^{\prime}$ provided $j_{b}>j_{b}^{\prime}$. Given such an ordering, we now consider a set of primitive $N$ th rank tensor products of $\phi_{\mu j m}$ spanning $V_{m} \stackrel{N}{\otimes}$ as

$$
\begin{align*}
V_{m} \stackrel{N}{\otimes}: & \left\{\left(\phi_{\mu_{1}, m_{1}}\right)^{N} \cdots\left(\phi_{\mu_{m} j_{m} m_{m}}\right)^{N_{m}} \mid\right. \\
& \left.N \geqslant N_{1}, N_{2}, \ldots, N_{m} \geqslant 0 ; \sum_{a=1}^{m} N_{a}=N\right\}, \tag{19}
\end{align*}
$$

where the first $N_{1}$ pair states are associated with particle pair indices (1,2), $(3,4), \ldots,\left(2 N_{1}-1,2 N_{1}\right)$, the next $N_{2}$ pairs are associated with the indices $\left(2 N_{1}+1,2 N_{1}+2\right), \ldots$, ( $2 N_{1}+2 N_{2}-1,2 N_{1}+2 N_{2}$ ) and so on. The tensor basis set $\underset{N}{\text { spanning }} V_{m}{ }^{N}$ provides an alternate $N$ th rank basis for $\mathrm{U}(n) \otimes .{ }_{N}^{N}$. reduction of this space into irreducible subspaces of $\mathrm{U}(m)$ stable under the generators defined by Eqs. (16)(18) follows readily on using symmetrized Wigner operators of the appropriate permutation group as outlined in earlier studies. ${ }^{11}$ The permutation group of relevance in the present context is $S_{N}$ defined on pairs of particles. Since we are interested in bosonlike products of pair states, $\phi_{\mu j \mathrm{j}}$, we need only consider the symmetric representation [ $N, 0$ ] of $\mathrm{U}(m)$, we can readily generate the SWT spanning this representation as

$$
\begin{align*}
& {\left[\left(\phi_{\mu_{j}, m_{1}}\right)^{N_{1}}\left(\phi_{\mu_{2} j_{j} m_{2}}\right)^{N_{2} \cdots}\left(\phi_{\mu_{m} j_{m} m_{m}}\right)^{N_{m}}\right]} \\
& =\left[N!\prod_{a=1}^{m} N_{a}!\right]^{1 / 2} \\
& \left.\times \sum_{P \in S_{N}} P\left[\phi_{\mu_{1} j_{1} m_{1}}\right)^{N_{1}}\left(\phi_{\mu_{2} j_{m} m_{2}}\right)^{N_{2}} \cdots\left(\phi_{\mu_{m} j_{m} m_{m}}\right)^{N_{m}}\right], \tag{20}
\end{align*}
$$

where each $P \in S_{N}$ is a permutation defined over particle pair indices $(2 a-1,2 a)$ with $a=1, \ldots, N$.

Good angular momentum projected states for the $N$ pair system result, on using the restriction $\mathrm{U}(m) \downarrow \mathrm{O}(3)$, in the rotation subgroup of the unitary group. Instead of using the recoupling algebra for this purpose ${ }^{12}$ we will use the more direct procedure based on subducing the algebra of $\mathbf{O}(3)$ from the parent group. For any such restriction, the
procedure is straightforward ${ }^{10,13}$ and follows the chain $\mathrm{U}(m) \supset \mathrm{O}(m) \supset \mathrm{O}(3)$ for integer angular momenta and leads to

$$
\begin{align*}
J_{+}= & \sum_{\mu j} \sum_{m=0}^{j-1}[(j-m)(j+m+1)]^{1 / 2} \\
& \times\left(E_{\mu j m+1 ; \mu j m}-E_{\mu j-m ; \mu j-m-1}\right)  \tag{21}\\
J_{-}= & \sum_{\mu j} \sum_{m=0}^{j-1}[(j-m)(j+m+1)]^{1 / 2} \\
& \times\left(E_{\mu j m ; \mu j m+1} E_{\mu j-m-1 ; \mu j-m}\right)  \tag{22}\\
j_{0}= & \sum_{\mu j} \sum_{m=0}^{j} m\left(E_{\mu j m ; \mu j m}-E_{\mu j-m ; \mu j-m}\right) \tag{23}
\end{align*}
$$

Using the commutation relations of Eq. (16), it is easy to verify that $J_{ \pm}$and $J_{0}$ satisfy the usual angular momentum commutation relations. The standard procedure for the subgroup adaptation $\mathrm{U}(m) \downarrow O(3)$ follows on starting with a set of SWT spanning [ $1^{N} \dot{0}$ ] corresponding to a given total $M$ value and defining a linear combination of these states. If this linear combination corresponds to a total $J$ value, $J=M$, then application of $J_{+}$of Eq. (21) to it annihilates it. If the given $J$ is multiplicity-free in $\mathrm{U}(m) \downarrow O(3)$, we obtain a sufficient set of equations to determine the state uniquely to within a normalization factor. If multiplicity is present, the linear combination is resolved in an arbitrary but reasonably consistent manner. Instead of carrying through this scheme for general $J$ and $M$, we consider briefly the truncation schemes as in IBM-1 $1^{1,2}$ or correlated BPA approach. ${ }^{4-6}$ A preliminary step in this type of study is to define correlated pair functions as

$$
\begin{equation*}
\phi_{; j m}=\sum_{\mu} A_{\mu j m} \phi_{\mu j m} \tag{24}
\end{equation*}
$$

where the $A_{\mu j m}$ are variation coefficients which are as yet undetermined. The truncation scheme consists now of restricting ourselves to relatively low angular momentum states among those defined by Eq. (24). In the simplest version of this scheme, it is assumed that only correlated pair states with $j=0,2$ are important in the $N$-pair configuration space. This and the result of Eq. (24), in turn, imply that only pair states $\phi_{\mu j m}$ with $j=0,2$ need be considered in generating the configuration space of [ $\left.1^{N} 0\right]$ spanned by SWT of Eq. (20). This leads to a subspace of $V_{m}$ of considerably reduced dimensionality than $n(n-1) / 2$. Thus for the subshells $j=\frac{7}{2}, \frac{5}{2}, \frac{3}{2}, \frac{1}{2}$ we find that $V_{m}$ is of 190 dimensions whereas the truncated subspace as above is of 44 dimensions.

Equation (24) implies that the configuration space of correlated pair states is a linear combination of SWT defined by Eq. (20) with individual $j_{a}$ ( $a=1, \ldots, m$ ) being restricted to values 0 or 2 insofar as the subspace is concerned. In dealing with this restricted configuration space we first assume that all the pairs of particles are distributed in just a pair of single particle levels characterized by a fixed $\mu$ value. If we further assume that $j_{a}=0$ for all $N$ pairs of a given configuration, the only angular momentum projected state possible is $J=M=0$, so that

$$
\begin{equation*}
\mid\left[\left(\phi_{\mu 00}\right)^{N}\right] ; 0,0>=\left[\left(\phi_{\mu 00}\right)^{N}\right] \tag{25}
\end{equation*}
$$

where the right-hand side of Eq. (25) is an SWT corresponding to the $N$ th rank tensor product of $\phi_{\mu 00}$. As a generalization of this result, consider again a fixed $\mu$ value and $j_{1}=j_{2}=\cdots=j_{p}=0, j_{p+1}=j_{p+2}=\cdots=j_{p+q}=2$, where $p+q=N$. The highest weight SWT corresponding to this distribution is one with $m_{1}=m_{2}=\cdots=m_{p}=0$, $m_{p+1}=m_{p+2}=\cdots=m_{p+q}=2$. It is also the highest weight state of $O$ (3) corresponding to $J=M=2 q$. For notational convenience we represent this SWT as

$$
\begin{equation*}
(p q 0000) \equiv\left[\left(\phi_{\mu 00}\right)^{p}\left(\phi_{\mu 22}\right)^{q}\right] \tag{26}
\end{equation*}
$$

where the left-hand side shows that $m=0$ is $p$-fold occupied, $m=2$ is $q$-fold occupied, and $m=1,0,-1,-2$ are all unoccupied with these values being read from left to right, respectively. SWT's of lower $M$ value follow successively from Eq. (26) by decreasing by unity the entries starting with $q$ and increasing by the same amount to the immediate right position. Thus, for example,

$$
\begin{aligned}
& N=2 q-1:(p q-11000) \\
& M=2 q-2:(p q-10100),(p q-22000)
\end{aligned}
$$

etc. A simple procedure has been worked out for listing all the SWT corresponding to a given $M$ value in dictionary ordering for any given $p$ and $q$. As an illustration let $p=3$ and $q=4$. The SWT's corresponding to this distribution are

## (3 30001 ), (321010), (320200), (312100), (304000).

For a given value of $M$, let $S$ represent the set of SWT's where

$$
\begin{gather*}
S:\left\{(p q) \equiv\left(p q_{1} q_{2} q_{3} q_{4} q_{5}\right) \mid q_{i} \geqslant 0 \forall i ; \sum_{i=1}^{5} q_{i}=q\right. \\
\left.\sum_{i=1}^{5} m_{i} q_{i}=M ; m_{1}=2, \ldots, m_{5}=-2\right\} \tag{27}
\end{gather*}
$$

Using this set, we define a linear combination as

$$
\begin{equation*}
\left|\left[(\mu 0)^{p}(\mu 2)^{q}\right] ; M\right\rangle=\sum_{(p q) \in S} A_{(p q)}|(p q)\rangle \tag{28}
\end{equation*}
$$

where $A_{(p q)}$ are as yet undetermined coefficients. Applying $J_{+}$of Eq. (21) to both sides of Eq. (28) and equating the coefficients of resulting linearly independent SWT, $(p q)=\left(p q_{1}^{\prime} q_{2}^{\prime} q_{3}^{\prime} q_{4}^{\prime} q_{5}^{\prime}\right)$, to zero we can determine the state corresponding to $J, M=J$. As an illustration of this procedure, consider $p=3, q=4$, and $J=M=4$. The SWT corresponding to this case have been listed earlier. Using these and setting up the linear combination as in Eq. (28), applying $J_{+}$to this combination, and equating the result to zero, the following relations among the coefficients are obtained;

$$
\begin{aligned}
& A_{2}=(1 / \sqrt{3}) A_{1} \\
& A_{4}=(1 / 2 \sqrt{2}) A_{1}-(\sqrt{3} / 2) A_{3} \\
& A_{5}=-(3 / 8) A_{1}+(3 \sqrt{3} / 4 \sqrt{2}) A_{3}
\end{aligned}
$$

where the basis states listed earlier have been numbered 1 to 5 in the dictionary ordering. Choosing $A_{5}=0$ leads to

$$
A_{2}=(1 / \sqrt{3}) A_{1}, \quad A_{3}=(1 / \sqrt{6}) A_{1}, \quad A_{4}=0
$$

so that

$$
\begin{align*}
& \left.\left.\|(\mu 0)^{3}(\mu 2)^{4}\right] ; 44\right\rangle_{(1)} \\
& =\frac{1}{3}[\sqrt{6}(330001) \\
& \quad+\sqrt{2}(321010)+(320200)] \tag{29}
\end{align*}
$$

The second of this pair of doubly occurring states results on orthogonalizing the general linear combination to this state, yielding

$$
\sqrt{6} A_{1}+\sqrt{2} A_{2}+A_{3}=0
$$

so that the second normalized state is

$$
\begin{align*}
&\left|\left[(\mu 0)^{3}(\mu 2)^{4}\right] ; 44\right\rangle_{(2)} \\
&=(1 / 3 \sqrt{5} 7)[8 \sqrt{3}(330001)+8(321010) \\
& \quad-32 \sqrt{2}(320200)-18 \sqrt{2}(312100) \\
& \quad-27 \sqrt{3}(304000)] . \tag{30}
\end{align*}
$$

The analysis of fixed $\mu$-angular momentum projected states enables us to generalize to states which have distributions spread over various $\mu$ values. Let the single particle shell model basis span the set of levels $j_{1}, j_{2}, \ldots j_{k}$. This leads to a set of $k(k+1) / 2$ pair state levels $\left(j_{a} j_{b}\right) j_{a} \geqslant j_{b}$. This generalization to multilevel distribution follows readily on defining a shift operator,

$$
\begin{equation*}
E_{\mu^{\prime} ; ; \mu^{\prime \prime} j^{\prime \prime}}=\sum_{m^{\prime}=-j^{\prime}}^{f} E_{\mu^{\prime} j^{\prime} m^{\prime} ; \mu^{\prime \prime \prime} m^{\prime \prime}} \tag{31}
\end{equation*}
$$

where only those $j^{\prime}$ are considered that satisfy ( $j_{a}^{\prime}-j_{b}^{\prime}$ ) $<j^{\prime}<j_{a}^{\prime}+j_{b}^{\prime}$ for a given $\mu^{\prime}$ and similarly for $\mu^{\prime \prime}$. It can be readily verified that $E_{\mu^{\prime} ; \mu^{*} j^{*}}$ commutes with $J_{ \pm}$and $J_{0}$ of Eqs. (21)-(23),

$$
\begin{equation*}
\left[E_{\mu^{\prime} ; \mu^{\prime} j^{n}}, J_{\xi}\right]=0, \tag{32}
\end{equation*}
$$

where $\xi= \pm, 0$. The utility of the operator defined by Eq. (31) follows if we consider the fixed $\mu$ configuration of Eq . (28). Applying $J_{+}$to it and equating the result to zero leads to a determination of the coefficients $A_{(p q)}$ so that we obtain the angular momentum projected state as

$$
\begin{align*}
&\left|\left[(\mu 0)^{p}(\mu 2)^{q}\right] ; J J\right\rangle \\
&= \sum_{(p q) \in S} A_{(p q)}^{(J)} \\
& \times\left[\left(\phi_{\mu 00}\right)^{p}\left(\phi_{\mu 22}\right)^{q_{1}}\left(\phi_{\mu 21}\right)^{q_{2}} \cdots\left(\phi_{\mu 2-2}\right)^{q_{s}}\right] . \tag{33}
\end{align*}
$$

The procedure used to determine $A_{(p q)}^{(J)}$ is similar to the one outlined in the example. By construction we therefore have the result

$$
\begin{equation*}
J_{+}\left|\left[(\mu 0)^{p}(\mu 2)^{q}\right] ; J J\right\rangle=0 . \tag{34}
\end{equation*}
$$

Using the commutation relation of Eq. (32), we note that

$$
\begin{align*}
& J_{+} E_{\mu^{\prime} ; ; \mu^{\prime}}\left|\left[(\mu 0)^{p}(\mu 2)^{q}\right] ; J J\right\rangle \\
& \quad=E_{\mu^{\prime} ; \mu^{\prime} \mu^{\prime}} J_{+}\left|\left[(\mu 0)^{p}(\mu 2)^{q}\right] ; J J\right\rangle=0 . \tag{35}
\end{align*}
$$

This result implies that the application of $E_{\mu^{\circ} \cdot{ }_{\mu \mu 0}}$ and $E_{\mu^{\prime} 2 ; \mu 2}$ to Eq. (33) leads to the states

$$
\left|\left[(\mu 0)^{p-1}\left(\mu^{\prime} 0\right)(\mu 2)^{q}\right] ; J J\right\rangle
$$

and
$\left|\left[(\mu 0)^{p}(\mu 2)^{q-1}\left(\mu^{\prime} 2\right)\right] ; J J\right\rangle$,
respectively. As illustrations, the corresponding states are listed below:

$$
\begin{align*}
& \left.\left.\|(\mu 0)^{p-1}\left(\mu^{\prime} 0\right)(\mu 2)^{q}\right] ; J J\right\rangle \\
& \quad=\sum_{(p q) \in S} A_{(p q)}^{(J)}\left[\left(\phi_{\mu 00}\right)^{p-1} \phi_{\mu^{\prime} 00}\left(\phi_{\mu 22}\right)^{\left.q_{1} \cdots\left(\phi_{\mu 2-2}\right)^{q_{s}}\right]}\right. \tag{36}
\end{align*}
$$

and

$$
\begin{align*}
&\left.\|\left[(\mu 0)^{p}(\mu 2)^{q-1}\left(\mu^{\prime} 2\right)\right] ; J J\right\rangle \\
&= \frac{1}{\sqrt{q}} \sum_{(p q) \in S} A_{(p q)}^{J} \sum_{i=1}^{5} \sqrt{q_{i}}\left[\left(\phi_{\mu 00}\right)^{p}\left(\phi_{\mu 2 m_{i}}\right)^{q_{i}-1} \phi_{\mu^{\prime} 2 m_{i}}\right. \\
& \times \prod_{\substack{k=1 \\
(k \neq i)}}\left(\phi_{\mu 2 m_{k}}\right)^{q_{k}}, \tag{37}
\end{align*}
$$

where $m_{i}, m_{k}=2,1,0,-1,-2$, for $i, k=1,2,3,4,5$, respectively. Repeating this process for different $E_{\mu^{\prime} ; \mu^{\prime \prime} j^{\prime \prime}}$ ( $j^{\prime}=0,2$ ), the entire multishell configuration space adapted to a total $J, M=J$ can be generated successively if $A_{(p q)}^{J}$ are known for a single shell distribution. This procedure thus enables us to obtain all the configurations of an $N$-pair system occurring in a given correlated pair configuration distributed over $s$ - and $d$-type correlated pair states of Eq. (24).

The procedure developed above is not complete since the effect of the Pauli principle on the projected configurations has not been considered. Since the Hamiltonian operator of Eq. (4) is defined in terms shift operators over $V_{n}$, we have found it convenient to transform the angular momentum projected basis states defined as polynomials of $\phi_{\mu j m}$ into the uncoupled ( $j_{a} m_{a}, j_{b} m_{b}$ ) form. The effect of the particle antisymmetrizer on these product states is to annihilate any product state of the $\left|j_{a} m_{a}\right\rangle$ basis in which any index is repeated and introduce a phase factor $\delta_{p}$ in obtaining the SWT spanning [ $1^{2 N} \dot{0}$ ] of $\mathrm{U}(n)$. Collecting the coefficients of independent SWT of this type occurring in angular momentum projected configuration space basis states, we incorporate the Pauli principle in the formulation. As an illustration of this procedure we present the case of a three-pair system in the single $j=\frac{7}{2}$ subshell. Here $\mu \equiv 1=\left(\frac{7}{2}, \frac{7}{2}\right)$ and let us consider the projected state corresponding to $J=M=0$. Let all pairs have $j_{a}=2$ so that the relevant pair states are

$$
\begin{align*}
& \phi_{122}=(1 / \sqrt{42})\left[\sqrt{7} \phi_{16}-\sqrt{15} \phi_{25}+2 \sqrt{5} \phi_{34}\right] \\
& \phi_{121}=(1 / \sqrt{42})\left[\sqrt{21} \phi_{17}-4 \phi_{26}+\sqrt{5} \phi_{35}\right] \\
& \phi_{120}=(1 / \sqrt{84})\left[7 \phi_{18}-\phi_{27}-3 \phi_{36}+5 \phi_{45}\right]  \tag{38}\\
& \phi_{12-1}=(-1 / \sqrt{42})\left[\sqrt{21} \phi_{28}-4 \phi_{37}+\sqrt{5} \phi_{46}\right] \\
& \phi_{12-2}=(1 / \sqrt{42})\left[\sqrt{7} \phi_{38}-\sqrt{15} \phi_{47}+2 \sqrt{5} \phi_{56}\right]
\end{align*}
$$

where on the right-hand side in single particle labels $i=1, \ldots, 8$ have been used to represent $m_{a}=\frac{7}{2}, \ldots,-\frac{7}{2}$. Using these in the projected state,

$$
\begin{align*}
&\left|\left[\left(\phi_{12}\right)^{3}\right] ; 0,0\right\rangle \\
&=(1 / \sqrt{35}) 2 \sqrt{3}\left[\phi_{122} \phi_{120} \phi_{12-2}\right] \\
& \quad-3\left[\phi_{122}\left(\phi_{12-1}\right)^{2}\right]-3\left[\left(\phi_{121}\right)^{2} \phi_{12-2}\right] \\
&-\sqrt{3}\left[\phi_{121} \phi_{120} \phi_{12-1}\right]-\sqrt{2}\left[\left(\phi_{120}\right)^{3}\right] \tag{39}
\end{align*}
$$

and antisymmetrizing and renormalizing the state we obtain
the result

$$
\begin{aligned}
\mathscr{A}\left|\left[\left(\phi_{12}\right)^{3}\right] ; 0,0\right\rangle= & \frac{1}{2} \mathscr{A}\{-(123678)+(124578) \\
& -(134568)+(234567)\},
\end{aligned}
$$

(40)
where the single particle orbitals have been reordered to yield the respective SWT's. If $j_{b}=\frac{5}{2}$ is another level available for the system, let $i=9,10,11,12,13,14$ label its $m_{b}=\frac{5}{2}$, $\frac{3}{2}, \frac{1}{2},-\frac{1}{2},-\frac{3}{2},-\frac{5}{2}$ values, respectively. Representing ( $\frac{7}{2}, \frac{5}{2}$ ) by $\mu=2$, the application of $E_{22 ; 12}$ to both Eq. (39) yields

$$
\begin{align*}
&\left|\left[\left(\phi_{12}\right)^{2} \phi_{22}\right] ; 0,0\right\rangle \\
&=(1 / \sqrt{35}) \sqrt{2}\left[\phi_{122} \phi_{120} \phi_{22-2}\right]+2\left[\phi_{122} \phi_{220} \phi_{12-2}\right]+2\left[\phi_{222} \phi_{120} \phi_{12-2}\right]-\sqrt{6}\left[\phi_{122} \phi_{12-1} \phi_{22-1}\right] \\
&-\sqrt{3}\left[\phi_{222}\left(\phi_{12-1}\right)^{2}\right]-\sqrt{3}\left[\left(\phi_{121}\right)^{2} \phi_{22-2}\right]-\sqrt{6}\left[\phi_{221} \phi_{121} \phi_{12-2}\right]-\left[\phi_{121} \phi_{120} \phi_{22-1}\right] \\
&-\left[\phi_{121} \phi_{220} \phi_{12-1}\right]-\left[\phi_{221} \phi_{120} \phi_{12-1}\right]-\sqrt{2}\left[\left(\phi_{120}\right)^{2} \phi_{220}\right] . \tag{41}
\end{align*}
$$

The additional pair states required for the above state are

$$
\begin{align*}
& \phi_{222}=(1 / 3 \sqrt{14})\left[\sqrt{35} \phi_{113}-2 \sqrt{10} \phi_{212}+\sqrt{30} \phi_{311}-4 \phi_{410}+\sqrt{5} \phi_{59}\right], \\
& \phi_{221}=(1 / 6 \sqrt{14})\left[5 \sqrt{7} \phi_{114}-\sqrt{5} \phi_{213}-\sqrt{30} \phi_{312}+7 \sqrt{2} \phi_{411}-11 \phi_{510}+5 \sqrt{3} \phi_{69}\right], \\
& \phi_{220}=(1 / 2 \sqrt{21})\left[5 \phi_{214}-\sqrt{15} \phi_{313}+\sqrt{2} \phi_{412}+\sqrt{2} \phi_{511}-\sqrt{15} \phi_{610}+5 \phi_{79}\right],  \tag{42}\\
& \phi_{22-1}=-(1 / 6 \sqrt{14})\left[5 \sqrt{7} \phi_{89}-\sqrt{5} \phi_{710}-\sqrt{30} \phi_{611}+7 \sqrt{2} \phi_{512}-11 \phi_{413}+5 \sqrt{3} \phi_{314}\right], \\
& \phi_{22-2}=(1 / 3 \sqrt{14})\left[\sqrt{35} \phi_{810}-2 \sqrt{10} \phi_{711}+\sqrt{30} \phi_{612}-4 \phi_{513}+\sqrt{5} \phi_{414}\right],
\end{align*}
$$

where $\mu=2$ has been used to represent ( $\frac{7}{2}, \frac{5}{2}$ ) in the above. Using these and the pair states of Eq. (38) in the projected state of Eq. (41) and proceeding as in Eq. (40) we obtain the normalized state as

$$
\begin{align*}
|\Psi\rangle= & -0.1376(1236814)+0.2132(1237813)+0.1376(1245814)+0.094(1246714)-0.112(1246813) \\
& -0.1557(1247812)-0.1682(1256713)+0.3146(1256812)-0.1557(1257811)+0.2132(1267810) \\
& -0.2102(1345714)+0.0355(1345813)+0.2185(1346713)-0.1168(1346812)+0.3146(1347811) \\
& -0.1030(1356712)-0.1168(1356811)-0.1112(1357810)-0.1376(136789)+0.1330(1456711) \\
& +0.0355(1456810)+0.1376(145789)+0.2752(2345614)-0.1777(2345713)+0.1330(2345812) \\
& +0.0389(2346712)-0.1030(2346811)-0.1682(2347810)+0.0389(2356711)+0.2185(2356810) \\
& +0.094(235789)-0.1777(2456710)-0.2102(245689)+0.2752(345679) . \tag{43}
\end{align*}
$$

A similar approach can be used to obtain the remaining states

$$
\mathscr{A}\left|\left[\left(\phi_{12}\right)\left(\phi_{22}\right)^{2}\right] ; 00\right\rangle \text { and } \mathscr{A}\left|\left[\left(\phi_{22}\right)^{3}\right] ; 00\right\rangle
$$

of this two-level system as linear combinations of Slater determinantal states as in Eqs. (40) and (43). The results of the Appendix enable us to generate the Hamiltonian matrix elements for each of these defining determinantal states. Weighting these matrix elements with the coefficients with which the corresponding determinantal states occur in the antisymmetrized angular momentum projected configurations, we can obtain the Hamiltonian matrix in terms of these states. A program is at present being developed for implementing the procedure for a general multilevel system of $N$ pairs of identical nucleons. In this program we carry out a linear variation procedure and extract the relevant correlation parameters of Eq. (24) by a least squares method.

## III. DISCUSSION

The most tedious aspect of the procedure outlined in Sec. II occurs in antisymmetrizing the projected $n$-pair states and expressing these as linear combination of single particle determinantal states. This is evident from an examination of Eqs. (40) and (43). A further complication is the need to
use the results of the Appendix repeatedly in obtaining the matrix elements of the shell-model Hamiltonian by matching each determinant of the ket state with a similar determinant in the bra vector. We are unable to suggest any simple alternative to this at present. We have, however, reduced the problem to one of bookkeeping by assigning a simple numbering system to the determinantal states. In spite of this difficulty, the present procedure is simpler to implement than, say, the Dyson boson mapping methods ${ }^{7-9}$ with their attendant non-Hermiticity problems. An advantage of the present approach is that it lends itself readily to a generalization to correlated pairs other than those with $j=0$ and 2 . A point to be noted in using the shift operator $E_{\mu^{\prime} j_{j} ; \mu^{\prime \prime} j^{\prime \prime}}$ to generate multilevel configurations is that it only generates those configurations which have their origin in the single level state

Thus, for example, states such as

$$
\begin{align*}
& \left|\left[\left(\phi_{12}\right)^{2} \phi_{22}\right] ; 55\right\rangle \\
& \quad=(1 / \sqrt{3})\left\{\sqrt{2}\left[\left(\phi_{122}\right)^{2} \phi_{221}\right]-\left[\phi_{122} \phi_{222} \phi_{121}\right]\right\} \tag{44}
\end{align*}
$$

do not appear in the configuration space. That this is a natural consequence of using the correlated pair formulation as
in IBM or BPA approaches follows readily. The $s$ - and $d$ type correlated pair status resulting from Eq. (24) are

$$
\begin{align*}
& \phi_{: 00}=\sum_{\mu} a_{\mu} \phi_{\mu 00}  \tag{45}\\
& \phi_{: 2 m}=\sum_{\mu^{\prime}} b_{\mu^{\prime}} \phi_{\mu^{\prime} 2 m} \quad(m=2,1,0,-1,-2) . \tag{46}
\end{align*}
$$

The angular momentum projected states obtained from these are

$$
\begin{align*}
& \left.\left.\|\left(\phi_{; 0}\right)^{p}\left(\phi_{; 2}\right)^{q}\right] ; J M\right) \\
& = \\
& \quad \sum_{m_{1}, m_{2}, \ldots, m_{q}} A_{2 m_{1}, 2 m_{2}, \ldots, 2 m_{q}}  \tag{47}\\
& \quad \times\left[\left(\phi_{; \infty}\right)^{p}\left(\phi_{; 2 m_{1}} \phi_{; 2 m_{2}} \cdots \phi_{; 2 m_{q}}\right)\right]
\end{align*}
$$

where $A_{2 m_{l}, 2 m_{2}, \ldots, 2 m_{q}}^{(J M)}$ are coefficients determined as in Sec. II. Using the expansions of Eqs. (45) and (46) in the righthand side of Eq. (47), we obtain

$$
\begin{align*}
& \left.\|\left[\left(\phi_{; 0}\right)^{p}\left(\phi_{; 2}\right)^{q}\right] ; J M\right\rangle \\
& \quad=\sum_{m_{1}, m_{2}, \ldots, m_{q}} A_{2 m_{1}, 2 m_{2}, \ldots, 2 m_{q}}^{(J M)} \sum_{\substack{\mu_{1}, \mu_{2}, \ldots, \mu_{p} \\
\mu_{1}^{\prime}, \mu_{2}^{\prime}, \ldots, \mu_{q}^{\prime}}} a_{\mu_{1}} a_{\mu_{2}} \cdots a_{\mu_{p}} b_{\mu_{1}^{\prime}} b_{\mu_{2}^{\prime}}\left[\phi_{\mu_{1} 00} \phi_{\mu_{2} 00} \cdots \phi_{\mu_{p} 00} \cdots \phi_{\mu_{p} 00} \phi_{\mu_{1}^{\prime} 2 m_{1}} \phi_{\mu_{2}^{\prime} 2 m_{2}} \cdots \phi_{\mu_{2}^{\prime} 2 m_{q}}\right] \tag{48}
\end{align*}
$$

On examining this result we find that the left-hand side is symmetrical under the permutations of the first $p$ pair state indices amongst themselves as also the last $q$ indices. This symmetry has to appear on the right-hand side also. The pair functions on the right-hand side carry the triad of indices $\mu_{\text {foo }}$ and $\mu_{i 2 m_{i}}^{\prime}$. Thus only configurations reflecting this symmetry appear in using correlated pair formulation and not general configurations as in the example given in Eq. (44). In fact, if we let $\mu=2 \rightarrow \mu=1$ this state vanishes on using the renormalization necessary for [ $\phi_{122} \phi_{222} \phi_{121}$ ] $\rightarrow\left[\left(\phi_{122}\right)^{2} \phi_{121}\right]$. This result permits us to use the shift operator $E_{\mu^{\prime} ; \mu^{n} j^{\prime \prime}}$ in going from a single- to a multilevel configuration, since it is a symmetric replacement operator.

We are at present concentrating on two aspects of the present approach. A viable program is being developed using relatively simple two-body interactions which would minimize the computer storage problems. A second aspect of the problem under study is to generalize the approach so that we can handle the configuration space of a proton-neutron system. This would require the restriction of the symmetric representation of $\mathrm{U}\left(m_{1}+m_{2}\right)$ to the products of the symmetric representations of $\mathrm{U}\left(m_{1}\right) \times \mathrm{U}\left(m_{2}\right)$, where $m_{1}$ and $m_{2}$ refer to the pair spaces of the proton and neutron pairs, respectively. Computationally this problem is bound to be more formidable than the one we are trying to implement at present.
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## APPENDIX:

Three categories of nonzero matrix elements are possible for the Hamiltonian of Eq. (4) over single determinantal states of single particle orbitals. The forms of these matrix elements can be readily established by specializing the results of an earlier study ${ }^{14}$ to single column SWT spanning [ $1^{2 N} \dot{0}$ ] of $\mathrm{U}(n)$. These results are summarized in this Appendix.

For notational convenience we represent the determinantal states of Eq. (7) as

$$
\begin{equation*}
\left(N_{1} N_{2} \cdots N_{n}\right)=\mathscr{A}\left(|1\rangle^{N_{1}}|2\rangle^{N_{2}} \cdots|n\rangle^{N_{n}}\right), \tag{Al}
\end{equation*}
$$

where the $N_{k}(k=1, \ldots, n)$ have the possible values 0 or 1 subject to $\Sigma_{k=1}^{n} N_{k}=2 N$. The required matrix elements are of the form

$$
\begin{equation*}
H_{\left(N^{\prime}\right)(N)} \equiv\left\langle\left(N_{1}^{\prime} N_{2}^{\prime} \cdots N_{n}^{\prime}\right)\right| H\left|\left(N_{1} N_{2} \cdots N_{n}\right)\right\rangle \tag{A2}
\end{equation*}
$$

The following cases occur.
(i) Zero-excitations: In this case $N_{k}^{\prime}=N_{k}$ for all $k$ from 1 to $n$, and

$$
\begin{equation*}
H_{(N)(N)}=\sum_{i=1}^{n} N_{i} \epsilon_{i}+\sum_{\substack{k \\(k>i)}} N_{k} V_{(i k)(i k)} \tag{A3}
\end{equation*}
$$

(ii) One-excitations: In this case $N_{k}^{\prime}=N_{k}$ for all $k \neq a$, $b$ and $N_{a}^{\prime}=1, N_{b}^{\prime}=0, N_{a}=0, N_{b}=1$. The required result is

$$
\begin{equation*}
H_{\left(N^{\prime}\right)(N)}=\sum_{i=1}^{n} N_{i} V_{(i a)(i b)} \delta_{p}, \tag{A4}
\end{equation*}
$$

where $\delta_{p}$ is the signature of the permutation $p$ matching the location of the index $b$ of the ket vector with that of $a$ of the bra vector.
(iii) Two-excitations: In this case $N_{k}^{\prime}=N_{k}$ for all $k \neq a$, $b, c, d$, and

$$
\begin{aligned}
& N_{a}^{\prime}=N_{b}^{\prime}=1, \quad N_{c}^{\prime}=N_{d}^{\prime}=0 \\
& N_{a}=N_{b}=0, \quad N_{c}=N_{d}=1
\end{aligned}
$$

This yields

$$
\begin{equation*}
H_{\left(N^{\prime}\right)(N)}=V_{(a b)(c d)} \delta_{p}, \tag{A5}
\end{equation*}
$$

where $p$ is the permutation which matches the pair of indices $c, d$ of the ket vector with $a$ and $b$ of the bra vector.
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#### Abstract

The structure of unitary irreducible representations of the Lie superalgebra Osp (2,4), the algebra of $N=2$ extended supergravity, is investigated in detail. In particular, four new classes of shortened multiplets are found, and the complete unitarity conditions are given. The shortened multiplets are shown to correspond to atypical infinite-dimensional representations. Finally, unitarity conditions for $\operatorname{Osp}(N, 4), 3 \leqslant N \leqslant 8$, are constructed.


## I. INTRODUCTION

Lie superalgebras play an important role in physics, since they are the mathematical foundation of supergravity theories. A complete classification of all simple Lie superalgebras over the complex numbers has been given by Kac. ${ }^{1}$ Moreover, some general theory on finite-dimensional irreducible representations (irreps) of classical Lie superalgebras has been developed. ${ }^{2}$

The relevant Lie superalgebra for $N$-extended supergravity ( with anti-de Sitter space-time) is $\operatorname{Osp}(N, 4)$. Representations of $\operatorname{Osp}(N, 4)$ have been studied by various authors. ${ }^{3-5}$ Here, it is the infinite-dimensional representations that are of importance, since they describe particles in supersymmetric field theories. A complete classification of unitary irreducible representations of $\operatorname{Osp}(N, 4)$ (with lowest energy, or with lowest weight) has been obtained only for $N=1$ (see Refs. 6 and 7). For $N \geqslant 2$, partial results have been obtained, especially with respect to unitarity conditions. Moreover, the phenomenon of multiplet shortening has already been observed. ${ }^{3.4}$

The work presented in this paper is mainly mathematical. We shall first study the unitary irreducible representations of $\operatorname{Osp}(2,4)$. Some of the irreps of $\operatorname{Osp}(2,4)$ have already been classified by Ceresole et al. ${ }^{5}$ Here, we obtain the general structure of an unshortened $\operatorname{Osp}(2,4)$ irrep, and moreover, we discuss four types of shortened multiplets. A unitary irrep of $\operatorname{Osp}(2,4)$ is labeled by its lowest energy $E_{0}$, together with the corresponding spin $s$ and hypercharge $y_{0}$. We prove that the unitarity conditions are equivalent with

$$
\begin{equation*}
E_{0} \geqslant\left|y_{0}\right|+s+1 \tag{1.1}
\end{equation*}
$$

In general, a unitary irrep of $\operatorname{Osp}(2,4)$ decomposes in 16 irreps of the even subalgebra $\operatorname{SO}(3,2) \times \mathrm{U}(1)$ (unshortened case). If $E_{0}= \pm y_{0}+s+1$ or $E_{0}= \pm y_{0}-s$, we prove that the representation is shortened and decomposes in only eight subalgebra irreps. Then, it is quite easy to see that the shortened multiplets of the Lie superalgebra are an infinitedimensional version of the so-called atypical representations ${ }^{2}$ in the study of finite-dimensional irreps. As a consequence, also the unitarity conditions can be deduced from atypicality relations. This is what we have performed for the Lie superalgebras $\operatorname{Osp}(N, 4)$, with $3 \leqslant N \leqslant 8$. These unitarity

[^1]conditions are in general simpler than the ones for $\operatorname{Osp}(2,4)$, since $\operatorname{Osp}(2,4)$ is a Lie superalgebra of type $I$.

The structure of the paper is as follows: in Sec. II the algebra for $\operatorname{Osp}(2,4)$ is given in terms of the usual $\mathrm{SO}(3,2) \times \mathrm{U}(1)$ generators $M_{A B}$ and $T^{12}$, and the eight Majorana spinor charges. Our main technique is that we work, throughout the whole of the paper, in the multiplicity-free basis for $\operatorname{SO}(3,2)$. This means that basis states are in first instance not described in the chain $\mathrm{SO}(3,2)$ $\supset \mathrm{U}(1) \times \mathrm{SU}(2)$, with $\mathrm{U}(1)$ giving the energy label and $\mathrm{SU}(2)$ the spin label, but they are described in the chain $\operatorname{SO}(3,2) \supset \operatorname{SU}(1,1) \times \operatorname{SU}(1,1)$. In the latter chain, basis states of $\operatorname{SO}(3,2)$ are uniquely determined by the $\mathbf{S U}(1,1) \times \mathbf{S U}(1,1)$ labels. Hence calculations are much easier in this basis. Moreover, since we are finally only interested in the $\mathbf{S O}(3,2) \times \mathrm{U}(1)$ contents of an $\operatorname{Osp}(2,4)$ irrep, the internal labeling of $\operatorname{SO}(3,2)$ plays no role. Therefore we go over to a new basis for $\operatorname{Osp}(2,4)$, in which the subalgebra $\operatorname{SU}(1,1) \times \operatorname{SU}(1,1) \times U(1)$ is apparent. Also, the new (anti)commutation relations in this basis are given in Sec. II. In Sec. III, the structure of unitary irreps of $\operatorname{Osp}(2,4)$ is investigated. Part of this section is rather technical; making use of the explicit expression of the second-order Casimir operator $C_{2}$ of $\operatorname{Osp}(2,4)$, some relevant matrix elements of the odd generators are deduced. Also, four types of shortened irreps arise. Section IV deals with the relation between shortened multiplets and atypical representations of the Lie superalgebra. This relation is extended to $\operatorname{Osp}(N, 4)$ $(3 \leqslant N \leqslant 8)$ in Sec. $V$, where the unitarity conditions are listed.

## II. THE Osp( 2,4 ) SUPERALGEBRA

The even part of the algebra of $\operatorname{Osp}(2,4)$ is spanned by ten Hermitian $\mathbf{S O}(3,2)$ generators $M_{A B}=-M_{B A}$, where $A, B=0,1,2,3,4$, and by a single Hermitian SO (2) generator $T^{i j}=-T^{j i}(i, j=1,2)$. The commutation relations are described by ${ }^{3,4}$

$$
\begin{align*}
& {\left[M_{A B}, M_{C D}\right]=} i\left(\eta_{B C} M_{A D}-\eta_{A C} M_{B D}\right. \\
&\left.\quad-\eta_{B D} M_{A C}+\eta_{A D} M_{B C}\right) \\
& \eta_{A B}=\operatorname{diag}(1,-1,-1,-1,1)  \tag{2.1}\\
& {\left[T^{12}, M_{A B}\right]=0 } \tag{2.2}
\end{align*}
$$

The odd elements of the Lie superalgebra are eight Majorana spinor charges $Q_{\alpha}^{i}(i=1,2)$, where $\alpha=1, \ldots, 4$ is a Dirac index, which satisfy the anticommutation relations

$$
\begin{equation*}
\left\{Q_{\alpha}^{i}, \bar{Q}_{\beta}^{j}\right\}=i \delta^{i j}\left(l^{A B}\right)_{\alpha B} M_{A B}+i \delta_{\alpha B} T^{i j} \tag{2.3}
\end{equation*}
$$

The matrices $l^{A B}$ are defined in Ref. 4. The Majorana spinors are usually parametrized as

$$
Q_{\alpha}^{i}=\binom{a_{\alpha}^{i}}{\epsilon_{\alpha \beta} \bar{a}_{\beta}^{i}}, \quad \epsilon=\left(\begin{array}{cc}
0 & 1  \tag{2.4}\\
-1 & 0
\end{array}\right)
$$

where

$$
\begin{equation*}
\left(a_{\alpha}^{i}\right)^{\dagger}=\bar{a}_{\alpha}^{i} \tag{2.5}
\end{equation*}
$$

It is well known that $M_{04}$ represents the energy operator, and that $M_{i j}=\epsilon_{i j k} J_{k}$ form the generators of a compact $\operatorname{SU}(2)$ subalgebra describing the spin. Moreover, $T^{12}$ can be interpreted as the hypercharge operator. For the remaining commutation relations between even elements and odd elements, we refer to Ref. 4.

For our purposes, it will be useful to describe the SO $(3,2)$ subalgebra in a multiplicity-free basis. As a consequence, irreps of $S O(3,2)$ are not decomposed according to the compact energy-spin subalgebra $U(1) \times S U(2)$, in which chain there is a degeneracy problem, but they are decomposed in a noncompact $\mathrm{SU}(1,1) \times \mathrm{SU}(1,1)$ basis. There is no labeling problem in $\operatorname{SO}(3,2) \supset \operatorname{SU}(1,1) \times \operatorname{SU}(1,1)$, and hence it makes the analysis of $\mathrm{SO}(3,2)$ irreps, and eventually of $\operatorname{Osp}(2,4)$ irreps, much easier. On the other hand, it is fairly easy to transfer the results obtained in this noncompact basis, to the basis with the physical energy-spin labels, ${ }^{8,9}$ as we shall perform in Sec. III.

The new $\operatorname{SO}(3,2)$ basis consists of the $\operatorname{SU}(1,1) \times \operatorname{SU}(1,1)$ generators $p_{0}, p_{ \pm}$and $q_{0}, q_{ \pm}$, and of the components of a four-dimensional tensor $R_{i j}\left(i, j= \pm \frac{1}{2}\right)$ with respect to $\operatorname{SU}(1,1) \times \operatorname{SU}(1,1)$. The connection between the new basis elements and the $M_{A B}$ generators is given by
$p_{0}=\frac{1}{2}\left(M_{04}+M_{12}\right), \quad p_{+}=\frac{1}{2}\left(i M_{01}-M_{14}-M_{02}-i M_{24}\right)$, $p_{-}=\frac{1}{2}\left(i M_{01}+M_{14}+M_{02}-i M_{24}\right)$;
$q_{0}=\frac{1}{2}\left(M_{04}-M_{12}\right)$,
$q_{+}=\frac{1}{2}\left(i M_{01}-M_{14}+M_{02}+i M_{24}\right)$,
$q_{-}=\frac{1}{2}\left(i M_{01}+M_{14}-M_{02}+i M_{24}\right) ;$
$R_{(1 / 2)(1 / 2)}=-(1 / \sqrt{2})\left(M_{03}+i M_{34}\right)$,
$\boldsymbol{R}_{-(1 / 2)-(1 / 2)}=(1 / \sqrt{2})\left(-M_{03}+i M_{34}\right)$,
$\boldsymbol{R}_{(1 / 2)-(1 / 2)}=(1 / \sqrt{2})\left(M_{31}-i M_{23}\right)$,
$R_{\text {-(1/2)(1/2) }}=(1 / \sqrt{2})\left(M_{31}+i M_{23}\right)$.
We also introduce the notation

$$
\begin{equation*}
Y=T^{12} \tag{2.7}
\end{equation*}
$$

Then, the hermiticity conditions, in the new basis, read

$$
\begin{align*}
& p_{0}^{\dagger}=p_{0}, \quad p_{ \pm}^{\dagger}=-p_{\mp}, \quad q_{0}^{\dagger}=q_{0}  \tag{2.8}\\
& q_{ \pm}^{\dagger}=-q_{\mp}, \quad R_{j j}^{\dagger}=R_{-i-j}, \quad Y^{\dagger}=Y
\end{align*}
$$

and the nonvanishing commutator relations are given by

$$
\begin{align*}
& {\left[p_{0}, p_{ \pm}\right]= \pm p_{ \pm}, \quad\left[p_{+}, p_{-}\right]=2 p_{0}} \\
& {\left[q_{0}, q_{ \pm}\right]= \pm q_{ \pm}, \quad\left[q_{+}, q_{-}\right]=2 q_{0}} \\
& {\left[p_{0}, R_{i j}\right]=i R_{i j}, \quad\left[q_{0}, R_{i j}\right]=j R_{i j},} \\
& {\left[p_{ \pm}, R_{\mp 1 / 2 j}\right]=R_{ \pm(1 / 2) j},} \\
& {\left[q_{ \pm}, R_{i \mp(1 / 2)}\right]=R_{i \pm(1 / 2)},}  \tag{2.9}\\
& {\left[R_{(1 / 2) \pm(1 / 2)}, R_{-(1 / 2) \mp(1 / 2)}\right]=\mp p_{0}-q_{0},} \\
& {\left[R_{ \pm(1 / 2)(1 / 2)}, R_{ \pm(1 / 2)-(1 / 2)}\right]= \pm p_{ \pm},} \\
& {\left[R_{(1 / 2) \pm(1 / 2)}, R_{-(1 / 2) \pm(1 / 2)}\right]= \pm q_{ \pm}}
\end{align*}
$$

The odd basis elements of $\operatorname{Osp}(2,4)$ are given in terms of the components $\stackrel{( }{a})_{a}^{i}$ of the Majorana spinors:
$Q_{(1 / 2) 0}=(i / 2)\left(\bar{a}_{1}^{1}+i \bar{a}_{1}^{2}\right), \quad \bar{Q}_{(1 / 2) 0}=(i / 2)\left(\bar{a}_{1}^{1}-i \bar{a}_{1}^{2}\right)$,
$Q_{-(1 / 2) 0}=(i / 2)\left(a_{1}^{1}+i a_{1}^{2}\right), \quad \bar{Q}_{-(1 / 2) 0}=(i / 2)\left(a_{1}^{1}-i a_{1}^{2}\right)$,
$Q_{0(1 / 2)}=\frac{1}{2}\left(\bar{a}_{2}^{1}+i \bar{a}_{2}^{2}\right), \quad \bar{Q}_{0(1 / 2)}=\frac{1}{2}\left(\bar{a}_{2}^{1}-i \bar{a}_{2}^{2}\right)$,
$Q_{0-(1 / 2)}=-\frac{1}{2}\left(a_{2}^{1}+i a_{2}^{2}\right)$,
$\bar{Q}_{0-(1 / 2)}=-\frac{1}{2}\left(a_{2}^{1}-i a_{2}^{2}\right)$.
The basis elements $Q_{i j}$ (resp. $\bar{Q}_{i j}$ ) form a four-dimensional tensor representation of the $\operatorname{SO}(3,2)$ algebra. They satisfy
$Q_{i j}^{\dagger}=-\bar{Q}_{-i-j}, \quad(i, j)=\left( \pm \frac{1}{2}, 0\right)$ or $\left(0, \pm \frac{1}{2}\right)$.
The commutation relations between the $\operatorname{SU}(1,1) \times \operatorname{SU}(1,1)$ generators and the odd basis elements $\stackrel{(-)}{Q}_{i j}$ are given by

$$
\begin{align*}
& {\left[p_{0}, \stackrel{( }{Q}_{i j}\right]=i \stackrel{(-)}{Q}_{i j},\left[p_{ \pm}, \stackrel{( }{Q}_{0 \pm 1 / 2}\right]=0}  \tag{2.12}\\
& {\left[p_{ \pm}, \stackrel{( }{Q}_{\mp(1 / 2) 0}\right]=\stackrel{( }{Q}_{ \pm(1 / 2) 0}}
\end{align*}
$$

and analogous expressions for $\left[q,{ }^{(-)}\right]$. The relations (2.13) express that $Q_{i j}$ (resp. $\bar{Q}_{i j}$ ) raises (resp. lowers) the hypercharge by one unit:

$$
\begin{equation*}
\left[Y, Q_{i j}\right]=Q_{i j}, \quad\left[Y, \bar{Q}_{i j}\right]=-\bar{Q}_{i j} \tag{2.13}
\end{equation*}
$$

The remaining commutation relations between even and odd basis elements are summarized by

$$
\begin{align*}
& {\left[R_{(1 / 2) \pm(1 / 2)}, Q_{-(1 / 2) 0}\right]=(1 / \sqrt{2}) Q_{0 \pm(1 / 2)}} \\
& {\left[R_{-(1 / 2) \pm(1 / 2)}, Q_{(1 / 2) 0}\right]=-(1 / \sqrt{2}) Q_{0 \pm(1 / 2)}} \\
& {\left[R_{ \pm(1 / 2)(1 / 2)}, Q_{0-(1 / 2)}\right]=(1 / \sqrt{2}) Q_{ \pm(1 / 2) 0}}  \tag{2.14}\\
& {\left[R_{ \pm(1 / 2)-(1 / 2)}, Q_{0(1 / 2)}\right]=-(1 / \sqrt{2}) Q_{ \pm(1 / 2) 0}}
\end{align*}
$$

and the same relations with $Q$ replaced by $\bar{Q}$.
Finally, the anticommutation relations among the odd elements need to be determined. One finds

$$
\begin{align*}
& \left\{Q_{0_{ \pm(1 / 2)}}, \bar{Q}_{0_{ \pm(1 / 2)}}\right\}= \pm q_{ \pm}, \\
& \left\{Q_{ \pm(1 / 2) 0}, \bar{Q}_{ \pm(1 / 2) 0}\right\}= \pm p_{ \pm}, \\
& \left\{Q_{0 j}, \bar{Q}_{i 0}\right\}=(1 / \sqrt{2}) R_{i j},  \tag{2.15}\\
& \left\{Q_{10}, \bar{Q}_{0 j}\right\}=(1 / \sqrt{2}) R_{i j} \quad\left(i, j= \pm \frac{1}{2}\right), \\
& \left\{Q_{0_{ \pm(1 / 2)}}, \bar{Q}_{0 \mp(1 / 2)}\right\}=-q_{0} \pm \frac{1}{2} Y, \\
& \left\{Q_{ \pm(1 / 2) 0}, \bar{Q}_{\mp(1 / 2) 0}\right\}=-p_{0} \pm \frac{1}{2} Y .
\end{align*}
$$

The Lie superalgebra of $\mathrm{Osp}_{\mathrm{sp}}(2,4)$ is now completely deter-
mined by (2.9) and (2.12)-(2.15). Then, one can easily calculate the second-order Casimir operator $C_{2}$ of $\operatorname{Osp}(2,4)$ :

$$
\begin{align*}
C_{2}= & I_{2}+Y-\frac{1}{4} Y^{2}+\bar{Q}_{(1 / 2) 0} Q_{-(1 / 2) 0}-\bar{Q}_{-(1 / 2) 0} Q_{(1 / 2) 0} \\
& +\bar{Q}_{0(1 / 2)} Q_{0-(1 / 2)}-\bar{Q}_{0-(1 / 2)} Q_{0(1 / 2)} . \tag{2.16}
\end{align*}
$$

Herein, $I_{2}$ is the quadratic Casimir operator of the even subalgebra $\operatorname{SO}(3,2)$ :

$$
\begin{align*}
I_{2}= & R_{(1 / 2)-(1 / 2)} R_{-(1 / 2)(1 / 2)}-R_{(1 / 2)(1 / 2)} R_{-(1 / 2)-(1 / 2)} \\
& +p_{+} p_{-}+p_{0}^{2}-2 p_{0}+q_{+} q_{-}+q_{0}^{2}-q_{0} . \tag{2.17}
\end{align*}
$$

## III. STRUCTURE OF UNITARY IRREDUCIBLE REPRESENTATIONS OF Osp(2,4) WITH LOWEST ENERGY

Unitary irreducible representations of $\mathrm{Osp}(2,4)$, with the Hermiticity relations (2.8) and (2.11), are infinite dimensional. We shall describe the structure of such irreps by giving their decomposition into irreps of the even subalgebra $\mathrm{SO}(3,2) \times \mathrm{U}(1)$. For representations of $\mathrm{Osp}(2,4)$ with lowest energy, the energy operator $M_{04}$ of $\mathrm{SO}(3,2)$ is bounded from below. The structure of such $\operatorname{SO}(3,2)$ irreps is well known, ${ }^{3,9}$ and they can be labeled by ( $E, j$ ), where $E$ is the minimum energy value, and $j$ the corresponding spin quantum number. The labels $(E, j)$ are the natural quantum numbers in the chain $\operatorname{SO}(3,2) \supset S U(2) \times U(1)$. Alternatively, the same $\operatorname{SO}(3,2)$ irrep can be labeled by a couple of numbers ( $\bar{p}, \bar{q}$ ), where $\bar{p}$ is the lowest $p_{0}$ eigenvalue, and $\bar{q}$ the corresponding $q_{0}$ eigenvalue, in the chain $\operatorname{SO}(3,2)$ $\supset \mathbf{S U}(1,1) \times \operatorname{SU}(1,1)$. The relation between the two sets of labels reads

$$
\begin{equation*}
2 \bar{p}=E-j, \quad 2 \bar{q}=E+j . \tag{3.1}
\end{equation*}
$$

In fact, ( $\bar{p}, \bar{q}$ ) is the lowest weight if $\left\{p_{0}, q_{0}\right\}$ is taken as the Cartan subalgebra of $S O(3,2)$, whereas ( $E,-j$ ) is the lowest weight if $\left\{M_{04}, M_{12}\right\}$ is chosen as the Cartan subalgebra. Let $\boldsymbol{y}$ be the eigenvalue of the $U(1)$ operator $\boldsymbol{Y}$, then a representation of $O \operatorname{sp}(2,4)$ is characterized by listing the SO $(3,2) \times \mathbf{U}(1)$ irreps ( $E, j, y$ ) or ( $\bar{p}, \bar{q}, y$ ) in which it decomposes.

The Lie superalgebra of $\operatorname{Osp}(2,4)$ contains four odd positive roots, and hence an irreducible representation of $\operatorname{Osp}(2,4)$ consist of at most $2^{4}=16$ irreps of the even part $\mathbf{S O}(3,2) \times \mathbf{U}(1)$. This fact follows immediately from the structure of the enveloping algebra of $\operatorname{Osp}(2,4)$. Also, the 16 subalgebra irreps in which a representation of $\operatorname{Osp}(2,4)$ decomposes are easy to find. Let $E_{0}$ be the lowest energy value, $s$ be the corresponding $j$ value, and $y_{0}$ be the hypercharge of the irrep $\left(E_{0}, s\right)$. Then the $\operatorname{Osp}(2,4)$ representation can be labeled by ( $E_{0} ; s ; y_{0}$ ), or alternatively by ( $P ; Q: y_{0}$ ) with

$$
\begin{equation*}
2 P=E_{0}-s, \quad 2 Q=E_{0}+s \tag{3.2}
\end{equation*}
$$

and the decomposition of such an irrep in multiplets ( $E, j, y$ ) or ( $\bar{p}, \bar{q}, y$ ) of $S O(3,2) \times U(1)$ is given in Table I. This decomposition was already given by Ceresole, Fré, and Nicolai. ${ }^{5}$ If we put $s=1$, then the first two columns of Table I give the hypercharge, energy and spin values of the $N=2$ graviton multiplets. ${ }^{s}$

A representation ( $E_{0} ; ; ; y_{0}$ ) consisting of 16 subalgebra irreps, as the one in Table I , is called an unshortened representation. When one or several of the subalgebra irreps ( $E, j, y$ ) are missing in the decomposition of ( $E_{0} ; ; ; y_{0}$ ) one speaks of multiplet shortening. This phenomenon has already been considered by Freedman and Nicolai, ${ }^{3,4}$ and later by Ceresole et al. ${ }^{5}$ Multiplet shortening can occur for two reasons. The first origin of shortening can lie in the structure of the irreps of the subalgebra $\mathbf{S O}(3,2) \times \mathbf{U}(1)$. For instance, one condition is that $j \geqslant 0$. In this case, putting $s=0$ in Table I, the irreps with spin $s-\frac{1}{2}$ or $s-1$ cannot occur: this gives rise to multiplet shortening.

This can also be illustrated by the Class 2 representations of $\operatorname{Osp}(1,4)$ in the classification of Heidenreich ${ }^{6}$ : these representations are just truncations of the unshortened Class 4 irreps.

As a second example, it is known that $E=j+\frac{1}{2}$ (for $j=0, \frac{1}{2}$ ) and $E=j+1$ (for $j=1, \frac{3}{2}, \ldots$ ) are special representations of $\operatorname{SO}(3,2)$ (Refs. 3 and 9 ). Hence when such conditions occur, multiplet shortening may appear also due to the internal structure of $S O(3,2)$ irreps. This is the case for the Class 1 and Class 3 irreps of $\mathrm{Osp}(1,4)$ in the previously mentioned paper. ${ }^{6}$

In this paper, we will be concerned with the second origin of multiplet shortening, which lies in the structure of the irreps of $\operatorname{Osp}(2,4)$ themselves. Actually, such shortened representations are then the reflection of atypical representations in the infinite-dimensional case, as we shall see in Sec. IV. In the present section, we shall analyze the $\operatorname{Osp}(2,4)$ irreps by means of some tensor operator calculus. It will turn out that, if certain conditions are satisfied, the 16 subalgebra irreps of Table I are not connected to each other in an irreducible representation of $O \operatorname{sp}(2,4)$, but that only a part of the 16 irreps form an irreducible representation of the Lie superalgebra: then, one deals with a shortened representation. Whether the irreps ( $E, j, y$ ) in Table I are all part of one unitary irreducible representation of $\operatorname{Osp}(2,4)$, can be analyzed by computing the reduced matrix elements of the SO ( 3,2 ) tensors $Q_{i j}$ and $\bar{Q}_{i j}$ between states of different $\mathbf{S O}(3,2) \times \mathbf{U}(1)$ representations. This method is closely related to the one used by Inaba et al. ${ }^{7}$ to investigate $\operatorname{Osp}(1,4)$ representations.

TABLE I. Decomposition of a general $\operatorname{Osp}(2,4) \operatorname{irrep}\left(E_{0} ; s ; y_{0}\right)$ [or $\left.\left(P ; Q ; y_{0}\right)\right]$ into representations $(E, j, y)[$ or $(\bar{p}, \bar{q}, y)]$ of $\operatorname{SO}(3,2) \times \mathbf{U}(1)$.

| $y$ value | $\left(E_{, j}\right)$ | $(\bar{p}, \bar{q})$ |
| :---: | :---: | :---: |
| $y_{0} \pm 2$ | $\left(E_{0}+1, s\right)$ | $\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |
| $y_{0} \pm 1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right),\left(P+\frac{1}{2}, Q\right)$ |
|  | $\left(E_{0}+\frac{3}{2}, s+\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right)$ | $\left(P+\frac{1}{2}, Q+1\right),\left(P+1, Q+\frac{1}{2}\right)$ |
| $y_{0}$ | $\left(E_{0} s\right),\left(E_{0}+1, s+1\right),\left(E_{0}+1, s\right)$ | $(P, Q),(P, Q+1),\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |

The reduced matrix elements of the $Q_{i j}$ and $\bar{Q}_{i j}$ tensor will be determined in the following chain:


The $\operatorname{Osp}(2,4)$ irrep is labeled by ( $P ; Q ; y_{0}$ ), where ( $P, Q$ ) are the lowest $\operatorname{SO}(3,2)$ labels, and $y_{0}$ the corresponding hypercharge. Then, ( $P ; Q ; y_{0}$ ) decomposes in some $\mathbf{S O}(3,2)$ $\times \mathrm{U}(1)$ irreps $(\bar{p}, \bar{q}, y)$, and finally, the states in an $\mathrm{SO}(3,2)$ irrep ( $\bar{p}, \bar{q}$ ) can be described by ${ }^{8,9}$

$$
\begin{equation*}
\left|(\bar{p}, \bar{q}), p, m_{p}, q, m_{q}\right\rangle, \quad m_{p}=p, p+1, \ldots, \tag{3.4}
\end{equation*}
$$

and where the possible values of $(p, q)$ in terms of ( $\bar{p}, \bar{q})$ are given in Ref. 9 . Hence a basis state of $\operatorname{Osp}(2,4)$ can be written in the form

$$
\begin{equation*}
\left|\left(P ; Q ; y_{0}\right)(\bar{p}, \bar{q}, y), p, m_{p}, q, m_{q}\right\rangle . \tag{3.5}
\end{equation*}
$$

It is in this basis that we shall perform the calculations. Consider the basis state, with highest $y$ value, and denoted by

$$
\begin{align*}
& \left.\left|P+\frac{1}{2}, Q+\frac{1}{2}, y_{0}+2\right\rangle\right\rangle \\
& \quad=\left\lvert\,\left(P ; Q: y_{0}\right)\left(P+\frac{1}{2}, Q+\frac{1}{2}, y_{0}+2\right)\right., P+\frac{1}{2}, \\
& \left.\quad P+\frac{1}{2}, Q+\frac{1}{2}, Q+\frac{1}{2}\right\rangle . \tag{3.6}
\end{align*}
$$

Hereafter, the notation $|\bar{p}, \bar{q}, y\rangle\rangle$ shall be used to indicate the basis state (3.5) with lowest $\operatorname{SO}(3,2)$ weight, i.e., $p=m_{p}=\bar{p}$ and $q=m_{q}=\bar{q}$. The eigenvalue of the $\operatorname{SO}(3,2)$ Casimir operator $I_{2}$ on states of an irrep ( $\bar{p}, \bar{q}$ ) is well known:

$$
\begin{equation*}
\left\langle I_{2}\right\rangle=\bar{p}^{2}-2 \bar{p}+\bar{q}^{2}-\bar{q} . \tag{3.7}
\end{equation*}
$$

Consider now the action of the $\operatorname{Osp}(2,4)$ Casimir $C_{2}$ upon the basis state (3.6). Since all the $Q_{i j}$ operators produce zero terms, one finds the following expression for the $C_{2}$ eigenvalue:

$$
\begin{equation*}
\left\langle C_{2}\right\rangle=P^{2}-P+Q^{2}-\frac{1}{4} y_{0}^{2} . \tag{3.8}
\end{equation*}
$$

Making use of $\left\{Q_{(1 / 2) 0}, \bar{Q}_{-(1 / 2) 0}\right\}=-p_{0}+\frac{1}{2} Y$, the Casimir $C_{2}$ can be written in the following form:

$$
\begin{align*}
C_{2}= & I_{2}+\bar{Q}_{(1 / 2) 0} Q_{-(1 / 2) 0}+Q_{(1 / 2) 0} \bar{Q}_{-(1 / 2) 0} \\
& +\bar{Q}_{0(1 / 2)} Q_{0-(1 / 2)}-\bar{Q}_{0-(1 / 2)} Q_{0(1 / 2)} \\
& +p_{0}+\frac{1}{2} Y-\frac{1}{4} Y^{2} . \tag{3.9}
\end{align*}
$$

The action of the latter form upon the basis state (3.6), produces

$$
\begin{align*}
& \left.\left.Q_{(1 / 2) 0} \bar{Q}_{-(1 / 2) O} \left\lvert\, P+\frac{1}{2}\right., Q+\frac{1}{2}, y_{0}+2\right)\right\rangle \\
& \left.\quad=\frac{1}{2}\left(y_{0}-2 P+1\right)\left|P+\frac{1}{2}, Q+\frac{1}{2}, y_{0}+2\right\rangle\right) . \tag{3.10}
\end{align*}
$$

Now we express that the representation must be unitary, this means that we can make use of (2.11) in order to deduce from (3.10) that

$$
\begin{align*}
& \left.\left|\left\langle\left.\left\langle P, Q+\frac{1}{2}, y_{0}+1\right| \bar{Q}_{-(1 / 2) 0} \right\rvert\, P+\frac{1}{2}, Q+\frac{1}{2}, y_{0}+2\right\rangle\right\rangle\right|^{2} \\
& \quad=-\frac{1}{2}\left(y_{0}-2 P+1\right) . \tag{3.11}
\end{align*}
$$

Hence, unitarity implies that $2 P-y_{0}-1 \geqslant 0$. Moreover, we see that when $y_{0}-2 P+1=0$, the matrix element (3.11) vanishes, and then also the reduced matrix element of $\bar{Q}_{i j}$ between the $\operatorname{SO}(3,2) \times U(1)$ irreps $\left(P+\frac{1}{2}, Q+\frac{1}{2}, y_{0}+2\right)$ and ( $P, Q+\frac{1}{2}, y_{0}+1$ ) becomes zero. This shows that, in the
latter case, the two subalgebra irreps do not belong to the same irreducible representation of $\operatorname{Osp}(2,4)$.

Let us now continue the analysis by going from $\left.\left|P, Q+\frac{1}{2}, y_{0}+1\right\rangle\right\rangle$ to $\left.\left|P, Q, y_{0}\right\rangle\right\rangle$. For this purpose, we have to bring $C_{2}$ in the following form:

$$
\begin{align*}
C_{2}= & I_{2}+\bar{Q}_{(1 / 2) 0} Q_{-(1 / 2) 0}-\bar{Q}_{-(1 / 2) 0} Q_{(1 / 2) 0} \\
& +\bar{Q}_{0(1 / 2)} Q_{0-(1 / 2)}+Q_{0(1 / 2)} Q_{0-(1 / 2)} \\
& +q_{0}+\frac{1}{2} Y-\frac{1}{4} Y^{2} . \tag{3.12}
\end{align*}
$$

Consider the action of (3.12) on $\left.\left|P, Q+\frac{1}{2}, y_{0}+1\right\rangle\right\rangle$ : obviously, the contributions from $\bar{Q}_{(1 / 2) 0} Q_{-(1 / 2) 0}$ and $\bar{Q}_{0(1 / 2)} Q_{0-(1 / 2)}$ vanish, and on the other hand $\left.\bar{Q}_{-(1 / 2) 0} Q_{(1 / 2) 0}\left|P, Q+\frac{1}{2}, y_{0}+1\right\rangle\right\rangle$ is easy deduced from (3.11). So, one obtains that

$$
\begin{align*}
& \left.Q_{0(1 / 2)} \bar{Q}_{0-(1 / 2)}\left|P, Q+\frac{1}{2}, y_{0}+1\right\rangle\right\rangle \\
& \left.\quad=\frac{1}{2}\left(y_{0}-2 Q\right)\left|P, Q+\frac{1}{2}, y_{0}+1\right\rangle\right\rangle, \tag{3.13}
\end{align*}
$$

or, making use of the Hermiticity conditions,

$$
\begin{equation*}
\left.\left|\left\langle\left\langle P, Q, y_{0}\right| \bar{Q}_{0-(1 / 2)} \mid P, Q+\frac{1}{2}, y_{0}+1\right\rangle\right\rangle\right|^{2}=-\frac{1}{2}\left(y_{0}-2 Q\right) . \tag{3.14}
\end{equation*}
$$

This gives rise to the inequality $2 Q-y_{0} \geqslant 0$, and again, when $2 Q-y_{0}=0$, the subalgebra irreps ( $P, Q+\frac{1}{2}, y_{0}+1$ ) and ( $P, Q, y_{0}$ ) do not belong to the same irreducible representation of $\operatorname{Osp}(2,4)$. One can proceed in the same way, and by rewriting the Lie superalgebra Casimir $C_{2}$ in some alternative forms, one finds

$$
\begin{align*}
& \left.\left|\left\langle\left.\left\langle P, Q+\frac{1}{2}, y_{0}-1\right| \bar{Q}_{0(1 / 2)} \right\rvert\, P, Q, y_{0}\right\rangle\right\rangle\right|^{2}=\frac{1}{2}\left(y_{0}+2 Q\right), \\
& \left.\left|\left\langle\left.\left\langle P+\frac{1}{2}, Q+\frac{1}{2}, y_{0}-2\right| \bar{Q}_{(1 / 2) 0} \right\rvert\, P, Q+\frac{1}{2}, y_{0}-1\right\rangle\right\rangle\right|^{2}  \tag{3.15}\\
& \quad=\frac{1}{2}\left(y_{0}+2 P-1\right) . \tag{3.16}
\end{align*}
$$

Until now we have determined only four special matrix elements. Detailed calculations, much facilitated in the chain to $\mathbf{S U}(1,1) \times \mathbf{S U}(1,1)$, showed that the computation of the remaining (reduced) matrix elements always gives rise to one of the conditions obtained from (3.11) or (3.14)-(3.16). As a consequence, the representation $\left(P ; Q ; y_{0}\right)$ of $\operatorname{Osp}(2,4)$ is unitary if the following conditions are satisfied:

$$
\begin{align*}
& y_{0}-2 P+1 \leqslant 0,  \tag{3.17a}\\
& y_{0}-2 Q \leqslant 0,  \tag{3.17b}\\
& y_{0}+2 Q \geqslant 0,  \tag{3.17c}\\
& y_{0}+2 P-1 \geqslant 0 . \tag{3.17d}
\end{align*}
$$

This leads to

$$
\begin{equation*}
2 P>\left|y_{0}\right|+1, \quad 2 Q>\left|y_{0}\right| . \tag{3.18}
\end{equation*}
$$

Making use of (3.2), the relations (3.18) can be expressed in terms of the labels ( $E_{0} ; s y_{0}$ ) of an $\operatorname{Osp}(2,4)$ irrep:

$$
\begin{equation*}
\left.E_{0}-s \geqslant\left|y_{0}\right|+1, \quad E_{0}+s\right\rangle\left|y_{0}\right| . \tag{3.19}
\end{equation*}
$$

The last condition is redundant, and hence the only unitarity condition is given by

TABLE II. Decomposition of a shortened $\operatorname{Osp}(2,4)$ irrep ( $E_{0} ; ; y_{0}$ ) with $E_{0}=y_{0}+s+1$ [or ( $P ; Q_{i} y_{0}$ ) with $\left.y_{0}-2 P+1=0\right]$ into representations ( $E, j, y$ ) [or $(\bar{p}, \bar{q}, y)]$ of $\operatorname{SO}(3,2) \times \mathbf{U}(1)$.

| $y$ value | $(E, j)$ | $(\bar{P}, \bar{q})$ |
| :---: | :---: | :---: |
| $y_{0}+1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right)$ |
| $y_{0}$ | $\left(E_{0}, s\right),\left(E_{0}+1, s+1\right),\left(E_{0}+1, s\right)$ | $(P, Q),(P, Q+1),\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |
| $y_{0}-1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{3}\right),\left(E_{0}+\frac{3}{2}, s+\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right),\left(P+\frac{1}{2}, Q\right),\left(P+\frac{1}{2}, Q+1\right)$ |
| $y_{0}-2$ | $\left(E_{0}+1, s\right)$ | $\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |

$$
\begin{equation*}
E_{0}>\left|y_{0}\right|+s+1 \tag{3.20}
\end{equation*}
$$

This is completely in agreement with Ref. 5.
As we have seen before, the irrep of $\operatorname{Osp}(2,4)$ will be shortened if the equality in one of the four conditions (3.17) is satisfied. Hence there are four types of shortened multiplets:

$$
\begin{align*}
& E_{0}=y_{0}+s+1  \tag{3.21a}\\
& E_{0}=y_{0}-s,  \tag{3.21b}\\
& E_{0}=-y_{0}-s,  \tag{3.21c}\\
& E_{0}=-y_{0}+s+1 . \tag{3.21d}
\end{align*}
$$

In the first case, all matrix elements having $\left(y_{0}-2 P+1\right)$ as a factor vanish, and various reduced matrix elements of $Q_{i j}$ or $\bar{Q}_{i j}$ between states of $\mathrm{SO}(3,2) \times \mathrm{U}(1)$ irreps $(\bar{p}, \bar{q}, y)$ become zero, such as in (3.11). Then the irreducible representation of $\operatorname{Osp}(2,4)$ consists of only eight subalgebra irreps, instead of the 16 subalgebra irreps of Table I. These eight SO $(3,2) \times \mathrm{U}(1)$ irreps are given in Table II. Tables III-V give the structure of the $\operatorname{Osp}(2,4)$ irreps in the case that (3.21b)-(3.21d) are satisfied: again there are only eight subalgebra irreps.

A special case occurs when two boundary conditions are satisfied simultaneously. It is easy to see that only (3.21a) and (3.21d) can occur at the same time if we also require (3.20), namely for

$$
\begin{equation*}
y_{0}=0, \quad E_{0}=s+1 \tag{3.22}
\end{equation*}
$$

Then, all reduced matrix elements with a factor $\left(y_{0}-2 P+1\right)$ or a factor $\left(y_{0}+2 P-1\right)$ vanish. Consequently, it follows from Tables II and $V$ that the irrep (3.22) is "ultrashort," and contains only four $\mathrm{SO}(3,2) \times \mathrm{U}(1)$ irreps $\left(s=0, \frac{1}{2}, 1, \ldots\right)$ :

$$
\begin{align*}
\left(E_{0}=s+1 ; s ; y_{0}=0\right) \rightarrow & \left(E=s+\frac{3}{2}, s+\frac{1}{2}, y=1\right) \\
& \oplus(E=s+1, s, y=0) \\
& \oplus(E=s+2, s+1, y=0) \\
& \oplus\left(E=s+\frac{3}{2}, s+\frac{1}{2}, y=-1\right) \tag{3.23}
\end{align*}
$$

## IV. THE RELATION BETWEEN ATYPICAL REPRESENTATIONS AND SHORTENED REPRESENTATIONS

Finite-dimensional irreducible representations of Lie superalgebras have been studied by Kac. ${ }^{2}$ In this reference, the important distinction between typical and atypical representations is introduced. A typical representation of a Lie superalgebra $L=L_{\overline{0}} \oplus L_{\overline{1}}$ decomposes in general in $2^{M} \mathrm{ir}$ reps of the even subalgebra $L_{\overline{0}}$, where $M$ is the number of positive odd roots. Atypical representations have not yet been studied in general, but in several case studies ${ }^{10-15}$ one notices that they always decompose in less than $2^{M}$ irreps of $L_{\overline{0}}$, hence they can be seen as shortened representations.

In supersymmetry or supergravity theories however, one is only interested in infinite-dimensional unitary representations of a Lie superalgebra. Again, there is no general theory of infinite-dimensional irreps of Lie superalgebras, but there are some case studies available. ${ }^{6,10,14,15}$ The Lie superalgebras $\operatorname{Osp}(1,2)$ (Ref. 10) and $\operatorname{Osp}(1,4)$ (Ref. 6) have no atypical representations, since they are of type $B(0, n)$. But the superalgebras $\operatorname{Osp}(3,2)$ (Ref. 14) and $\operatorname{Osp}(4,2)$ (Ref. 15) do have atypical representations: it was shown that infinite-dimensional atypical representations exist, and moreover, that the unitarity conditions could be deduced from the atypicality conditions.

Let us now consider the case of $\operatorname{Osp}(2,4)$. According to

TABLE III. Decomposition of a shortened $\operatorname{Osp}(2,4) \operatorname{irrep}\left(E_{0} ; s ; y_{0}\right)$ with $E_{0}=y_{0}-s\left[\right.$ or $\left(P ; Q ; y_{0}\right)$ with $\left.y_{0}-2 Q=0\right]$ into representations $(E, j, y)$ [or $(\bar{p}, \bar{q}, y)]$ of $\mathrm{SO}(3,2) \times \mathrm{U}(1)$.

| $y$ value | $(E, j)$ | $(\bar{P}, \bar{q})$ |
| :---: | :---: | :---: |
| $y_{0}+1$ | $\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right)$ | $\left(P+\frac{1}{2}, Q\right)$ |
| $y_{0}$ | $\left(E_{0}, s\right),\left(E_{0}+1, s\right),\left(E_{0}+1, s-1\right)$ | $(P, Q),\left(P+\frac{1}{2}, Q+\frac{1}{2}\right),(P+1, Q)$ |
| $y_{0}-1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right),\left(P+\frac{1}{2}, Q\right),\left(P+1, Q+\frac{1}{2}\right)$ |
| $y_{0}-2$ | $\left(E_{0}+1, s\right)$ | $\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |

TABLE IV. Decomposition of a shortened $\operatorname{Osp}(2,4) \operatorname{irrep}\left(E_{0} ; ; y_{0}\right)$ with $E_{0}=-y_{0}-s$ [or $\left(P ; Q ; y_{0}\right)$ with $\left.y_{0}+2 Q=0\right]$ into representations ( $E, j, y$ ) [or $(\bar{p}, \bar{q}, y)]$ of $\mathbf{S O}(3,2) \times \mathbf{U}(1)$.

| $y$ value | $(E, j)$ | $(\bar{P}, \bar{q})$ |
| :--- | :---: | :---: |
| $y_{0}+2$ | $\left(E_{0}+1, s\right)$ | $\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |
| $y_{0}+1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right),\left(E_{0}+\frac{3}{3}, s-\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right),\left(P+\frac{1}{2}, Q\right),\left(P+1, Q+\frac{1}{2}\right)$ |
| $y_{0}$ | $\left(E_{0}, s\right),\left(E_{0}+1, s\right),\left(E_{0}+1, s-1\right)$ | $(P, Q),\left(P+\frac{1}{2}, Q+\frac{1}{2}\right),(P+1, Q)$ |
| $y_{0}-1$ | $\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right)$ | $\left(P+\frac{1}{2}, Q\right)$ |

Kac, ${ }^{2}$ an irreducible irrep $\left(a_{1} ; a_{2} ; a_{3}\right)$ of $C(2)=O \operatorname{sp}(2,4)$ is atypical if one of the following conditions is fulfilled:
$a_{1}=0, \quad a_{1}-a_{2}-1=0$,
$a_{1}-a_{2}-2 a_{3}-3=0, \quad a_{1}-2 a_{2}-2 a_{3}-4=0$,
otherwise it is typical. The conditions (4.1) can be deduced from

$$
\begin{equation*}
(\Lambda+\rho, \alpha)=0, \quad \alpha \in \bar{\Delta}_{1}^{+}, \tag{4.2}
\end{equation*}
$$

with $\Lambda$ the highest weight of the irrep, $\rho$ half the sum of positive even roots minus half the sum of positive odd roots of $C(2), \bar{\Delta}_{1}^{+}$the set of odd positive roots $\alpha$ for which $2 \alpha$ is not an even root, and (......) the bilinear form in weight space induced from a fixed nondegenerate bilinear form on the Lie superalgebra. The highest weight $\Lambda$ can be written as
$\Lambda=\left(c, \lambda_{1}, \lambda_{2}\right)=\left(a_{1}-a_{2}-a_{3},\left(a_{2}+a_{3}\right) / 2, a_{3} / 2\right)$.
Herein $c, \lambda_{1}$, and $\lambda_{2}$ are the eigenvalues of the three diagonal $\mathrm{U}(1)$ operators in the chain $\operatorname{Osp}(2,4) \supset \mathrm{U}(1) \times \mathbf{S O}(3,2)$ $\supset \mathrm{U}(1) \times \mathrm{U}(1) \times \mathrm{U}(1)$. Instead of using the highest weight, one can also express the atypicality by means of the lowest weight $-\Lambda$ :

$$
\begin{equation*}
(-\Lambda-\rho, \alpha)=0, \quad \alpha \in \bar{\Delta}_{1}^{+} \tag{4.4}
\end{equation*}
$$

This gives rise to the four equations

$$
\begin{align*}
& -c+2 \lambda_{1}+4=0, \quad-c+2 \lambda_{2}+3=0  \tag{4.5}\\
& -c-2 \lambda_{1}=0, \quad-c-2 \lambda_{2}+1=0
\end{align*}
$$

All this holds for finite-dimensional irreducible representations with lowest weight $-\Lambda$. But consider now the case of an infinite-dimensional representation with lowest weight $-\Lambda$. Then, part of the theory of $\mathrm{Kac}^{2}$ can be repeated, and the representation may again be called atypical if one of the conditions (4.4) is fulfilled. According to Table $I$, the lowest $y$ value is $y_{0}-2$, and the corresponding ( $\bar{p}, \bar{q}$ ) values are $P+\frac{1}{2}, Q+\frac{1}{2}$. Hence in that case the lowest weight is
$-\Lambda=\left(-c,-\lambda_{1},-\lambda_{2}\right)=\left(y_{0}-2, P+\frac{1}{2}, Q+\frac{1}{2}\right)$.
With this identification, the relations (4.5) read

$$
\begin{array}{ll}
y_{0}-2 P+1=0, & y_{0}-2 Q=0  \tag{4.7}\\
y_{0}+2 P-1=0, & y_{0}+2 Q=0
\end{array}
$$

But these are precisely the conditions we have deduced in Sec. III. Hence we have shown that the atypicality conditions, transferred to infinite-dimensional representations with lowest weight, give rise to a set of conditions which correspond precisely to the ones for a shortened representation for the Lie superalgebra $\operatorname{Osp}(2,4)$. In fact, we can say that shortened representations are "atypical infinite-dimensional" irreps, whereas unshortened representations are typical.

## V. UNITARY CONDITIONS FOR $\operatorname{Osp}(N, 4)(3<N \leqslant 8)$

An atypicality condition is a linear combination of labels put equal to zero. In Sec. III we have seen that they are precisely these linear combinations which appear in the expressions of reduced matrix elements of odd tensors between states of subalgebra irreps. Hence when those linear combinations are identically zero, the representation is shortened. But, moreover, these linear combinations also appear when positivity conditions (deduced from Hermiticity relations for the generators) are required. As a consequence, these atypicality conditions are also the boundary conditions for unitarity.

We have worked this out for the infinite-dimensional representations (with lowest weight) of $\operatorname{Osp}(N, 4)$ ( $3 \leqslant N \leqslant 8$ ). In this case, an irrep of $\operatorname{Osp}(N, 4)$ is characterized by its lowest energy value $E_{0}$, the corresponding spin $s$, and the Dynkin labels ( $a_{1}, a_{2}, \ldots$ ) of the finite-dimensional irrep of $\mathrm{SO}(N)$. This irrep of $\operatorname{Osp}(N, 4)$ contains $\left(E_{0}, s\right) \times\left(a_{1}, a_{2}, \ldots\right)$ as an irreducible $\mathrm{SO}(3,2) \times \mathrm{SO}(N)$ component. In Table VI we have summarized the unitarity conditions. These turn out to be simpler than in the case of $\operatorname{Osp}(2,4)$. This is because $O \operatorname{sp}(2,4)$ is a Lie superalgebra of type I, whereas $\operatorname{Osp}(N, 4)(N \geqslant 3)$ is a Lie superalgebra of type II ( $B(m, 2)$ or $D(m, 2)$ ).

TABLE V. Decomposition of a shortened $\operatorname{Osp}(2,4) \operatorname{irrep}\left(E_{0} ; s ; y_{0}\right)$ with $E_{0}=-y_{0}+s+1\left[\right.$ or $\left(P ; Q_{;} y_{0}\right)$ with $\left.y_{0}+2 P-1=0\right]$ into representations $(E, j, y)$ [ or $(\bar{p}, \bar{q}, y)]$ of $\mathrm{SO}(3,2) \times \mathrm{U}(1)$.

| $y$ value | $(E, j)$ | $(\bar{p}, \bar{q})$ |
| :---: | :---: | :---: |
| $y_{0}+2$ | $\left(E_{0}+1, s\right)$ | $\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |
| $y_{0}+1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s-\frac{1}{2}\right),\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right),\left(P+\frac{1}{2}, Q\right),\left(P+\frac{1}{2}, Q+1\right)$ |
| $y_{0}$ | $\left(E_{0}, s\right),\left(E_{0}+1, s+1\right),\left(E_{0}+1, s\right)$ | $(P, Q),(P, Q+1),\left(P+\frac{1}{2}, Q+\frac{1}{2}\right)$ |
| $y_{0}-1$ | $\left(E_{0}+\frac{1}{2}, s+\frac{1}{2}\right)$ | $\left(P, Q+\frac{1}{2}\right)$ |

TABLE VI. Unitarity conditions for irreps ( $E_{0}, s ; a_{1}, a_{2}, \ldots$ ) of Lie superalgebras $\operatorname{Osp}(N, 4)$.

| $N$ | unitarity condition |
| :---: | :---: |
| 3 | $E_{0} \geqslant s+2 a_{1}+1$ |
| 4 | $E_{0}>s+2 a_{1}+2 a_{2}+1$ |
| 5 | $E_{0}>s+a_{1}+\frac{1}{2} a_{2}+1$ |
| 6 | $E_{0}>s+a_{1}+\frac{1}{2}\left(a_{2}+a_{3}\right)+1$ |
| 7 | $E_{0}>s+a_{1}+a_{2}+\frac{1}{2}+1$ |
| 8 | $E_{0}>s+a_{1}+a_{2}+\frac{1}{2}\left(a_{3}+a_{4}\right)+1$ |

For $N=3$, the Dynkin label $a_{1}$ of $\operatorname{SO}(3)$ is usually replaced by its half-value $j=a_{1} / 2$. Then $j$ can be integral or half-integral, and the unitarity condition becomes

$$
\begin{equation*}
E_{0} \geqslant s+j+1 \tag{5.1}
\end{equation*}
$$

in agreement with Ref. 5. Similarly, for $N=4$, the Dynkin labels ( $a_{1}, a_{2}$ ) of the $\mathrm{SO}(4)$ irrep are in general replaced by the labels $\left(j_{1}, j_{2}\right)=\left(a_{1} / 2, a_{2} / 2\right)$ of $\mathrm{SU}(2) \times \mathrm{SU}(2)$ $\approx \mathrm{SO}(4)$. Then, one has

$$
E_{0} \geqslant s+j_{1}+j_{2}+1
$$

Note that in the case of an equality in Table VI, the representation will be shortened.
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# The asymptotic calculation of Wiener integrals occurring in quantum and statistical physics: A divergency problem 
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The asymptotic expression of a Wiener functional integral using the eigenvalues of the associated Sturm-Liouville equation is obtained, correcting previous formulas giving a divergent result.

## I. INTRODUCTION

In the last few years the functional integration techniques have been widely used in many fields of theoretical physics. ${ }^{1,2}$ In spite of their intrinsic difficulty, it is possible to obtain in this way a variety of general results especially when we are concerned with nonlinear problems. For example, we are interested in the study of the statistical mechanics of onedimensional solitary-wave-bearing scalar fields ${ }^{3}$ and quantum tunneling in dissipative systems, ${ }^{4}$ in the instanton approach to the particle quantum mechanics and to quantum field theories, ${ }^{5,6}$ and in the first quantum corrections to the thermodynamics of nonlinear systems. ${ }^{7,8}$

The main objects we are interested in are the Feynman propagator in its Euclidean version (i.e., for imaginary time) and the partition function; they are essentially Wiener integrals, whose asymptotic form is often needed (the classical $\hbar \rightarrow 0$ limit in the propagator, and the low-temperature limit in the partition function). The Laplace method for ordinary integrals can be extended to the Wiener integrals, ${ }^{9}$ so that the functional involved in the integration turns out to be a quadratic functional.

## II. THE QUADRATIC APPROXIMATION

In order to fix the ideas, let us consider the Euclidean action for a particle ${ }^{6}$ :

$$
\begin{equation*}
S[x]=\int_{0}^{T} \mathscr{L}(x, \dot{x}) d t, \quad x(0)=0, \quad x(T)=X \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{L}(x, \dot{x})=\frac{1}{2} m \dot{x}^{2}+V(x) \tag{2}
\end{equation*}
$$

and $\dot{x}=d x / d t$ ( $t=$ imaginary time), $m$ is the mass of the particle, and $V(x)$ is the potential energy.

The Euclidean propagator takes the form ${ }^{6}$

$$
\begin{equation*}
G(X, T)=\int \mathscr{D} x \exp \left\{-\frac{1}{\hbar} S[x]\right\} \tag{3}
\end{equation*}
$$

where $\mathscr{D} x$ is the symbolic expression of the differential in function space. In the small- $\hbar$ limit we can write

$$
\begin{align*}
& G \simeq P \exp \left\{-\frac{1}{\hbar} S[\bar{x}]\right\}  \tag{4}\\
& P=\int \mathscr{D} y \exp \left\{-\frac{1}{2 \hbar} \delta^{2} S[y]\right\},
\end{align*}
$$

where $\bar{x}$ is the classical trajectory satisfying $\delta S=0$, $y=x-\bar{x}$, so that $y(0)=y(T)=0$, and $\delta^{2} S$ is the second
variation of $S$ in the neighborhood of $\bar{x}$. It is a quadratic functional in $y, \dot{y}$, given by

$$
\begin{equation*}
\delta^{2} S[y]=\int_{0}^{T}\left(\frac{\partial^{2} \mathscr{L}}{\partial \dot{x}^{2}} \dot{y}^{2}+2 \frac{\partial^{2} \mathscr{L}}{\partial x \partial \dot{x}} y \dot{y}+\frac{\partial^{2} \mathscr{L}}{\partial x^{2}} y^{2}\right) d t \tag{5}
\end{equation*}
$$

where the coefficients are calculated along $\bar{x}(t)$ and therefore are known functions of $t$. Using the simple form (2) for the Lagrangian, one obtains

$$
\begin{align*}
& \delta^{2} S[y]=m \int_{0}^{T}\left(\dot{y}^{2}+W(t) y^{2}\right) d t \\
& W(t)=\left.\frac{1}{m} \frac{\partial^{2} V}{\partial x^{2}}\right|_{x=\bar{x}} . \tag{6}
\end{align*}
$$

As it is well known, $G$ can be calculated in terms of the solution of an auxiliary differential equation involving $W(t)$ (Ref. 10). An alternative method is the following: a change of variables is performed by the expansion ${ }^{11}$

$$
\begin{equation*}
y(t)=\sum_{n}^{1 \cdots \infty} a_{n} y_{n}(t) \tag{7}
\end{equation*}
$$

where the $y_{n}(t)$ are the orthonormal set of eigenfunctions of the Sturm-Liouville (Schrödinger-like) equation
$\left[\frac{d^{2}}{d t^{2}}-W(t)+\lambda_{n}\right] y_{n}=0, \quad y_{n}(0)=y_{n}(T)=0$.
In this way, a function $y(t)$ is represented by the discrete infinity of the coefficients $a_{n}$, rather than by the continuous infinity of the numbers $y(t), 0 \leqslant t \leqslant T$. It turns out that $\delta^{2} S[y]$ is now expressed by ${ }^{11}$

$$
\begin{equation*}
\frac{1}{2 \hbar} \delta^{2} S[y]=\sum_{n}^{1 \cdots \infty} \lambda_{n}^{\prime} a_{n}^{2} \tag{9}
\end{equation*}
$$

with

$$
\lambda_{n}^{\prime}=\alpha \lambda_{n}, \quad \alpha=m / 2 \hbar .
$$

If $J$ is the Jacobian of this change of variables, so that

$$
\begin{equation*}
\mathscr{D} y=J \prod_{n=1}^{\infty} \frac{d a_{n}}{\sqrt{\pi}} \tag{10}
\end{equation*}
$$

the resulting asymptotic form of $P$ is

$$
\begin{equation*}
P=J \prod_{n=1}^{\infty}\left(\lambda_{n}^{\prime}\right)^{-1 / 2} \tag{11}
\end{equation*}
$$

In the case of negative and zero eigenvalues, this formula can still be applied, when the particular features of $W(t)$ are taken into account. ${ }^{3,5}$

## III. THE PROBLEM OF THE DIVERGENCY

The previous arguments are well known, and Eq. (11) is used everywhere without problems. But a remark is necessary; in many applications, only the ratio of two expressions like (11), with different $W(t)$, is needed, so that an essential drawback is not apparent at first sight: this expression for $P$ is in fact a divergent one.

As a concrete example, let us pose

$$
\begin{equation*}
V(x)=\frac{1}{2} m \omega^{2} x^{2} \tag{12}
\end{equation*}
$$

so that $W(t)=\omega^{2}$ [see Eq. (6)]. In this case Eq. (4) is exact, and the standard approach for quadratic functionals gives ${ }^{10}$

$$
\begin{equation*}
P=\int \mathscr{D} y \exp \left\{-\frac{1}{2 \hbar} \delta^{2} S[y]\right\}=\left(\frac{\alpha \omega}{\pi \sinh (\omega T)}\right)^{1 / 2} \tag{13}
\end{equation*}
$$

Let us try to use Eq. (11); from Eq. (8) one has

$$
\begin{equation*}
\lambda_{n}=\omega^{2}+n^{2} \pi^{2} / T^{2} \tag{14}
\end{equation*}
$$

The Jacobian $J$ is easily calculated: we write Eq. (10) in a discrete form, considering $y(t)$ as the limit of the step function $y\left(t_{k}\right), t_{k}=k T / N, k=1,2, \ldots, N-1$, for $N \rightarrow \infty$. The expansion (7) becomes [ $\left.y(k)=y\left(t_{k}\right), y_{n}(k)=y_{n}\left(t_{k}\right)\right]$

$$
\begin{equation*}
y(k)=\sum_{n=1}^{N-1} a_{n} y_{n}(k) \tag{15}
\end{equation*}
$$

Taking the expression of a functional integral as the limit for $N \rightarrow \infty$ of an $N$-dimensional integral ${ }^{10}$

$$
\begin{gather*}
\int \mathscr{D} y=\lim _{N \rightarrow \infty} A^{-N} \int \cdots \int d y(1) d y(2) \cdots d y(N-1) \\
A=(\pi T / \alpha N)^{1 / 2} \tag{16}
\end{gather*}
$$

and using Eq. (15), from which

$$
\begin{align*}
& \int \cdots \int d y(1) \cdots d y(N-1) \\
& \quad=\operatorname{det}\left(\frac{\partial y(i)}{\partial a_{j}}\right) \int \cdots \int d a_{1} \cdots d a_{N-1}, \tag{17}
\end{align*}
$$

where

$$
\begin{align*}
\operatorname{det}\left(\frac{\partial y(i)}{\partial a_{j}}\right) & =\operatorname{det}\left(\begin{array}{ccc}
y_{1}(1) & \cdots & y_{1}(N-1) \\
\vdots & \ddots & \vdots \\
y_{N-1}(1) & \cdots & y_{N-1}(N-1)
\end{array}\right) \\
& =\Delta(N) \tag{18}
\end{align*}
$$

we obtain

$$
\begin{equation*}
J=\lim _{N \rightarrow \infty} J(N), \quad J(N)=A^{-N} \pi^{(N-1) / 2} \Delta(N) \tag{19}
\end{equation*}
$$

Here $\Delta(N)$ is calculated by multiplying the matrix in Eq. (18) by its transpose, and it is easily seen that it can be put in the form

$$
\begin{equation*}
\Delta(N)=(N / T)^{(N-1) / 2} f(N) \tag{20}
\end{equation*}
$$

where $\lim _{N \rightarrow \infty} f(N)=1$, using the orthonormality of the $y_{n}$.

This is not a novel result ${ }^{12}$ but, putting these expressions in Eq. (11), one has

$$
\begin{aligned}
P= & \lim _{N \rightarrow \infty} J(N) \prod_{n=1}^{N-1}\left(\lambda_{n}^{\prime}\right)^{-1 / 2} \\
= & \lim _{N \rightarrow \infty}\left(\frac{\pi T}{\alpha N}\right)^{-N / 2} \pi^{(N-1) / 2}\left(\frac{N}{T}\right)^{(N-1) / 2} \alpha^{-(N-1) / 2} \\
& \times \prod_{n=1}^{N-1}\left(\omega^{2}+\frac{n^{2} \pi^{2}}{T^{2}}\right)^{-1 / 2} \\
= & \lim _{N \rightarrow \infty}\left(\frac{\pi T}{\alpha N}\right)^{-N / 2} \pi^{(N-1) / 2}\left(\frac{N}{T}\right)^{(N-1) / 2} \alpha^{-(N-1) / 2} \\
& \times\left(\frac{T}{\pi}\right)^{N-1} \frac{1}{(N-1)!} \prod_{n=1}^{N-1}\left(1+\frac{\omega^{2} T^{2}}{n^{2} \pi^{2}}\right)^{-1 / 2},
\end{aligned}
$$

so that, accounting for Stirling's formula, $P$ diverges to zero as

$$
\begin{equation*}
\left[\lim _{N \rightarrow \infty}\left(\frac{\pi}{2}\right)^{1 / 2}\left(\frac{e}{\pi}\right)^{N}\right]\left(\frac{\alpha \omega}{\pi \sinh (\omega T)}\right)^{1 / 2} . \tag{21}
\end{equation*}
$$

This meaningless result shows clearly that Eq. (11) is not correct in the present form and a careful investigation is needed. Oddly in many important papers this formula is written without any explanation ${ }^{3,5,6,13}$; even if in the final result only the ratio of two functional integrals appears, it is necessary to show that the divergent factor is the same, irrespectively of the form of $W(t)$.

The key of the question is the following: Eqs. (7) and (8) can be used only if the limit $N \rightarrow \infty$ is performed, i.e., when $x(t), y(t)$, are continuous functions in the interval $(0, T)$. On the contrary, since Eq. (11) is to be calculated as

$$
\begin{equation*}
P=\lim _{N \rightarrow \infty} J(N) \prod_{n=1}^{N-1}\left(\lambda_{n}^{\prime}\right)^{-1 / 2} \tag{22}
\end{equation*}
$$

the $\lambda_{n}$ to be considered are the eigenvalues of a $(N-1) \times(N-1)$ matrix, rather than of a differential equation, and are therefore functions of $N$. In other words, denoting by $\lambda_{n}(\infty)$ the eigenvalues of Eq. (8), one has

$$
\begin{align*}
P & =\lim _{N \rightarrow \infty} J(N) \prod_{n=1}^{N-1}\left(\lambda_{n}^{\prime}(N)\right)^{-1 / 2} \\
& \neq \lim _{N \rightarrow \infty} J(N) \prod_{n=1}^{N-1}\left(\lambda_{n}^{\prime}(\infty)\right)^{-1 / 2} . \tag{23}
\end{align*}
$$

Our aim is to express $P$ by the $\lambda_{n}(\infty)$ introducing an "effective" Jacobian $J(N)$ valid for every $W(t)$.

## IV. THE CORRECT EXPRESSION FOR P AND THE "EFFECTIVE" JACOBIAN

We begin to write $P$ in the usual "finite-mesh" form ${ }^{10}$

$$
\begin{align*}
& P=\lim _{N \rightarrow \infty} P_{N}, \\
& P_{N}=A^{-N} \int \cdots \int d y_{1} \cdots d y_{N-1}  \tag{24}\\
& \quad \times \exp \left\{-\alpha \epsilon\left[\sum_{j=0}^{N-1}\left(\frac{y_{j+1}-y_{j}}{\epsilon}\right)^{2}+W_{j} y_{j}^{2}\right]\right\},
\end{align*}
$$

where $\epsilon=T / N, y_{k}$ is the same as $y(k)$ in Eq. (16) and $W_{j}$ $=W\left(t_{j}\right), t_{j}=\epsilon j$. The argument in the exponential is nothing but ( $-(1 / 2 \hbar) \delta^{2} S(N)$ ) and can be written in the form ${ }^{10}$

$$
\begin{equation*}
\frac{1}{2 \hbar} \delta^{2} S(N)=\frac{\alpha}{\epsilon} \sum_{i, j=1}^{N-1} A_{i j} y_{i} y_{j} \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
(A)=\left(A_{0}\right)+\epsilon^{2}(W) \tag{26}
\end{equation*}
$$

Here ( $A_{0}$ ) and ( $W$ ) are matrices given by
$\left(A_{0}\right)=\left(\begin{array}{c}2,-1,0,0, \ldots, 0 \\ -1,2,-1,0, \ldots, 0 \\ \ddots \\ 0,0, \ldots,-1,2\end{array}\right), \quad(W)=\left(\begin{array}{c}W_{1}, 0,0, \ldots, 0 \\ 0, W_{2}, 0, \ldots, 0 \\ \ddots \\ 0, \ldots, W_{N-1}\end{array}\right)$.

Using the unitary matrix whose elements are ${ }^{12}$

$$
\begin{equation*}
B_{1 m}=(2 / N)^{1 / 2} \sin (\pi 1 m / N) \tag{28}
\end{equation*}
$$

we go to the new coordinates $a_{k}$ defined in

$$
\begin{equation*}
y_{n}=\sum_{k} B_{n k} a_{k} \tag{29}
\end{equation*}
$$

so that
$P_{N}=A^{-N} \int \cdots \int d a_{1} \cdots d a_{N-1} \exp \left\{-\frac{\alpha}{\epsilon} \sum_{i, j=1}^{N-1} H_{i j} a_{i} a_{j}\right\}$,
where
$H_{i j}=\left(B^{\dagger} A B\right)_{i j}=\lambda_{i}^{0} \delta_{i j}+\epsilon^{2} W_{i j}, \quad W_{i j}=\sum_{i=1}^{N-1} W_{l} B_{i l} B_{i j}$
and

$$
\begin{equation*}
\lambda_{k}^{0}=4 \sin ^{2}(k \pi / 2 N) \tag{32}
\end{equation*}
$$

are the eigenvalues of $\left(A_{0}\right)$ (Ref. 12).
Posing $a_{k} \sqrt{\epsilon}=b_{k}$, it follows that

$$
\begin{align*}
P_{N}= & A^{-N_{\epsilon}}-(N-1) / 2 \\
& \times \exp \left\{-\frac{\alpha}{\epsilon^{2}} \sum_{i, j=1}^{N-1} H_{i j} b_{i} b_{j}\right\} \tag{33}
\end{align*}
$$

and we eventually obtain ${ }^{10}$
$\left.P_{N}=\left\{A^{-N} \epsilon^{-(N-1) / 2} \pi^{(N-1) / 2}\right\}\left\{\operatorname{det}\left(\alpha / \epsilon^{2}\right) H_{i j}\right)\right\}^{-1 / 2}$.

Denoting by $h_{i}$ the eigenvalues of ( $H$ ), we can perform the well-known expansion [see Eq. (31)]

$$
\begin{equation*}
h_{i}=\lambda_{i}^{0}+\epsilon^{2} W_{i i}+\epsilon^{4} \sum_{j \neq i} \frac{\left|W_{i j}\right|^{2}}{\lambda_{i}^{0}-\lambda_{j}^{0}}+\cdots . \tag{35}
\end{equation*}
$$

This expansion, of course, converges, accounting for the expression of the $\lambda_{k}^{0}$ [Eq. (32)] and of the $W_{i j}$, given by Eq. (31):

$$
\begin{align*}
W_{i j}= & \sum_{i=1}^{N-1} W_{l} B_{i l} B_{l j} \rightarrow \frac{1}{N \rightarrow \infty} \int_{0}^{T} W(t)\left[\cos \left(\frac{\pi t(i-j)}{T}\right)\right. \\
& \left.-\cos \left(\frac{\pi t(i+j)}{T}\right)\right] d t \tag{36}
\end{align*}
$$

and representing essentially the Fourier components of $W(t)$. In this way, we can write
$\operatorname{det}\left(\frac{\alpha}{\epsilon^{2}} H_{i j}\right)$

$$
\begin{align*}
=\prod_{k=1}^{N-1}\left(\frac{\alpha}{\epsilon^{2}} h_{k}\right)= & \prod_{k=1}^{N-1} \frac{\alpha}{\epsilon^{2}} \lambda_{k}^{0} \prod_{k=1}^{N-1}\left(1+\frac{\epsilon^{2}}{\lambda_{k}^{0}} W_{k k}\right. \\
& \left.+\sum_{j \neq k} \frac{\epsilon^{2}}{\lambda_{k}^{0}} \frac{\epsilon^{2}}{\lambda_{k}^{0}-\lambda_{j}^{0}}\left|W_{k j}\right|^{2}+\cdots\right) . \tag{37}
\end{align*}
$$

The last step lies in performing the limit $N \rightarrow \infty$ in Eq. (34); inserting the explicit expression of $\lambda_{k}^{0}$ in Eq. (37), it is easily seen that in the second product the (lim) and ( $\pi$ ) operations can be interchanged:

$$
\begin{equation*}
\frac{\lambda_{k}^{0}}{\epsilon^{2}}=\frac{4 N^{2}}{T^{2}} \sin ^{2}\left(\frac{k \pi}{2 N}\right)_{N \rightarrow \infty} \frac{k^{2} \pi^{2}}{T^{2}}=\lambda_{k}^{0}(\infty) \tag{38}
\end{equation*}
$$

The $\lambda_{k}^{0}(\infty)$ are the eigenvalues of the equation

$$
\begin{equation*}
\left[\frac{d^{2}}{d t^{2}}+\lambda_{k}^{0}(\infty)\right] y(t)=0, \quad y(0)=y(T)=0 \tag{39}
\end{equation*}
$$

In this way we can write

$$
\begin{aligned}
\lim _{N \rightarrow \infty} & \operatorname{det}\left(\left(\alpha / \epsilon^{2}\right) H_{i j}\right) \\
= & \lim _{N \rightarrow \infty} \prod_{k=1}^{N-1} \frac{\alpha}{\epsilon^{2}} \lambda_{k}^{0} \prod_{k=1}^{N-1}\left(1+\frac{W_{k k}}{\lambda_{k}^{0}(\infty)}+\sum_{j \neq k} \frac{1}{\lambda_{k}^{0}(\infty)}\right. \\
& \left.\times \frac{\left|W_{k j}\right|^{2}}{\lambda_{k}^{0}(\infty)-\lambda_{j}^{0}(\infty)}+\cdots\right) \\
= & \lim _{N \rightarrow \infty} \prod_{k=1}^{N-1} \alpha\left(\frac{\lambda_{k}^{0} / \epsilon^{2}}{\lambda_{k}^{0}(\infty)}\right)^{N-1} \prod_{k=1}^{1}\left(\lambda_{k}^{0}(\infty)+W_{k k}\right. \\
& \left.+\sum_{j \neq k} \frac{\left|W_{k j}\right|^{2}}{\lambda_{k}^{0}(\infty)-\lambda_{j}^{0}(\infty)}+\cdots\right) .
\end{aligned}
$$

The last expansion is nothing but $\lambda_{k}(\infty)$, the $k$ th eigenvalue of Eq. (8), and the limit becomes

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \prod_{k=1}^{N-1} \frac{\lambda_{k}^{0} / \epsilon^{2}}{\lambda_{k}^{0}(\infty)} \prod_{k=1}^{N-1} \lambda_{k}^{\prime}(\infty), \quad \lambda_{k}^{\prime}(\infty)=\alpha \lambda_{k}(\infty) . \tag{40}
\end{equation*}
$$

We see therefore that $P$ is written in a form similar to that given in Eq. (22); the first factor in brackets in Eq. (34) is nothing but the Jacobian $J(N)$ [see Eq. (19)], but the second one differs from the product of the $\left(\lambda_{k}^{\prime}(\infty)\right)^{-1 / 2}$ in the factor

$$
\begin{equation*}
\prod_{k=1}^{N-1} \epsilon\left(\frac{\lambda_{k}^{0}(\infty)}{\lambda_{k}^{0}}\right)^{1 / 2}=\prod_{k=1}^{N-1} \frac{k \pi}{2 N \sin (k \pi / 2 N)} \tag{41}
\end{equation*}
$$

Using the trigonometric formula ${ }^{14}$

$$
\prod_{k=1}^{N-1} \sin \left(\frac{k \pi}{2 N}\right)=\frac{\sqrt{N}}{2^{N-1}}
$$

and Stirling's approximation, we obtain

$$
\begin{equation*}
\prod_{k=1}^{N-1} \epsilon\left(\frac{\lambda_{k}^{0}(\infty)}{\lambda_{k}^{0}}\right)^{1 / 2} \underset{N \rightarrow \infty}{\rightarrow}\left(\frac{2}{\pi}\right)^{1 / 2}\left(\frac{\pi}{e}\right)^{N} \tag{42}
\end{equation*}
$$

From Eqs. (19), (34), (40), and (42), the final result is

$$
\begin{align*}
P & =\lim _{N \rightarrow \infty}\left(\frac{2}{\pi}\right)^{1 / 2}\left(\frac{\pi}{e}\right)^{N} J(N) \prod_{k}^{N-1}\left(\lambda_{k}^{\prime}(\infty)\right)^{-1 / 2} \\
& =\lim _{N \rightarrow \infty} \tilde{J}(N) \prod_{k=1}^{N-1}\left(\lambda_{k}^{\prime}(\infty)\right)^{-1 / 2} \tag{43}
\end{align*}
$$

In other words, Eq. (22) is applicable, provided that $J(N)$ is replaced by the "effective" Jacobian

$$
\begin{equation*}
\tilde{J}(N)=(2 / \pi)^{1 / 2}(\pi / e)^{N} J(N) \tag{44}
\end{equation*}
$$

irrespective of the particular form of $W(t)$. For example, if $W(t)=\omega^{2}$, Eq. (44) gives the correct result for $P$ [see Eq. (21)].

## V. CONCLUDING REMARKS

We have given here an expression for the asymptotic form of integrals in function space, in terms of the eigenvalues of the Schrödinger-like equation associated with the second variation of the functional. This expression corrects previous formulas and shows that the eigenvalues of this equation can still be used (without solving the more difficult eigenvalue problem for the functional in discrete form ), provided that an "effective" Jacobian is introduced. This could
appear only a conceptual improvement, since in actual calculations the ratio of such integrals is especially needed; but, in order to obtain the correct result, it is important to show that the change in the Jacobian is common to all the forms of functions $W(t)$.
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#### Abstract

Recently Antone [J. Math. Phys. 26, 940 (1985)] has presented a compact expression for Löwdin's $\alpha$ function, and expected that, in calculation on the electronic properties of molecules and solids, it is the most convenient of all the expressions available in literature. But, in the present paper, it is shown that the expression for the $\alpha$ function obtained from the expansion formula of Silverstone and Moats [Phys. Rev. A 16, 1731 (1977)] is remarkably more compact and, therefore, more convenient than Antone's expression. Though not visibly, it is proved with the aid of some manipulation that the formula of Silverstone and Moats can be reduced to the well-known expansion formula of a solid harmonic. In the special case where the center of the function to be expanded and that of the $\alpha$ function both are located on the $z$ axis, some mistakes are found that lead to Antone's expression for the $\alpha$ function.


## I. INTRODUCTION

A function of the form $F(R)=f(R) Y_{L}^{M}\left(\theta_{R}, \phi_{R}\right)$ is expanded in terms of radial functions and spherical harmonics at a new origin, a position from which is denoted by polar coordinates $(r, \theta, \phi)$. Here the new origin is assumed to be located at the position displaced from the old origin by $-\mathbf{a}$, i.e., $\mathbf{R}=\mathbf{r}-\mathbf{a}$. Usually, this expansion radial function is called Löwdin's $\alpha$ function.

Recently, Antone has presented a compact expression for the $\alpha$ function, and expected that, in calculations on the electronic properties of molecules and solids, it is more convenient than any other expression available to date. ${ }^{1}$ But, in his paper, it is not realized that the expansion formula ${ }^{2}$ of Silverstone and Moats provides a very simple expression for the $\alpha$ function. Certainly, when $f(R)=R^{L}$, their formula is not reduced visibly to the well-known formula of a solid harmonic. ${ }^{3}$ But, with the aid of some manipulation, the reduction can be accomplished. This will be shown in Sec. II. In Antone's paper, in the special case where the two origins both are placed on the same $z$ axis, there are a few mistakes in the course which led to his expression for the $\alpha$ function. These will be pointed out clearly in Sec. III. Also, in Sec. III,
the relation between the expression for the $\alpha$ function derived from the formula of Silverstone and Moats and the one given by Antone, will be manifested, and the latter expression in the above case will be given in an explicit form. In the last section, Sec. IV, will be described how much better the former expression is than the latter.

## II. REDUCTION OF THE FORMULA OF SILVERSTONE AND MOATS TO THE EXPANSION FORMULA OF A SOLID HARMONIC

Silverstone and Moats obtained an expansion formula of $f(R) Y_{L}^{M}\left(\theta_{R}, \phi_{R}\right)$ by means of the Fourier-transform convolution theorem for overlap integrals. ${ }^{2}$ The formula may be written as

$$
\begin{align*}
f(R) & Y_{L}^{M}\left(\theta_{R}, \phi_{R}\right) \\
= & \sum_{l=0}^{\infty} \stackrel{2}{L+l} \sum_{\lambda=l \mid m=-l}^{l}\left[\frac{(2 l+1)(2 \lambda+1)}{4 \pi(2 L+1)}\right]^{1 / 2} \\
& \times C(l \lambda L ; m M-m) C(l \lambda L ; 00) v_{l \lambda L}(r, a) \\
& \times Y_{l}^{m}(\theta, \phi) Y_{\lambda}^{M-m}\left(\theta_{a}, \phi_{a}\right) \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
v_{l \lambda L}(r, a)= & 2 \pi(-1)^{(L-l+\lambda) / 2} a^{-1} \sum_{K=0}^{(L+l+\lambda) / 2 \mid(L+l+\lambda) / 21-K} \sum_{k=0} \frac{\left(L-K-\frac{1}{2}\right)!\left(l-k-\frac{1}{2}\right)!\left(-(L+l-\lambda) / 2+K+k-\frac{1}{2}\right)!}{K!k!((L+l+\lambda) / 2-K-k)!} \\
& \times\left(\frac{r}{a}\right)^{2 k-l-1} \int_{|r-a|}^{r+a} d R\left(\frac{R}{a}\right)^{2 K-L+1} f(R) \tag{2}
\end{align*}
$$

Here $C(l \lambda L ; m M-m)$ and $C(l \lambda L ; 00)$ are the Clebsch-Gordan coefficients. ${ }^{4}$ The factorial for a half-integer has been defined by Eq. (1) of Ref. 5.

When $f(R)=R^{L}$, Eq. (1) should be reduced to the famous expansion formula of a solid harmonic. ${ }^{3}$ This is proved in the following. Setting $f(R) \equiv R^{L}$ in Eq. (2) and then putting $R / a \equiv S$ and $r / a \equiv s$, we obtain

[^2]\[

$$
\begin{align*}
v_{u L}(r, a)= & 2 \pi(-1)^{(L-l+\lambda) / 2} a^{L} \sum_{K=0}^{(L+l+\lambda) / 2 \mid(L+l+\lambda) / 21-K} \sum_{k=0} \frac{\left(L-K-\frac{1}{2}\right)!\left(l-k-\frac{1}{2}\right)!\left(-(L+l-\lambda) / 2+K+k-\frac{1}{2}\right)!}{K!k!((L+l+\lambda) / 2-K-k)!} \\
& \times s^{2 k-l-1} \int_{|s-1|}^{s+1} d S S^{2 K+1} . \tag{3}
\end{align*}
$$
\]

The definite integral in Eq. (3) proves to be expressed in terms of power series of $s$ as

$$
\begin{equation*}
\int_{|s-1|}^{s+1} d S S^{2 K+1}=\sum_{p=0}^{K} \frac{K!\left(K+\frac{1}{2}\right)!}{p!\left(p+\frac{1}{2}\right)!(K-p)!\left(K-p+\frac{1}{2}\right)!} s^{2 p+1} \tag{4}
\end{equation*}
$$

by carrying out the integration over $S$ and then manipulating the result. Introducing Eq. (4) into Eq. (3), changing the summation order some times, and then replacing the summation indices by new ones, we arrive at

$$
v_{l \lambda L}(r, a)=2 \pi(-1)^{(L-I+\lambda) / 2} a^{L} \sum_{n=0}^{(L+l+\lambda) / 2} I_{\lambda, n} s^{2 n-l}
$$

where

$$
\begin{equation*}
I_{\lambda, n}=\sum_{p=0}^{(L+l+\lambda) / 2-n} \sum_{q=0}^{n} \frac{(-(L+l-\lambda) / 2+n+p-1)!\left(p+q+\frac{1}{n}\right)!\left(L-p-q-\frac{1}{2}\right)!\left(l-n+q-\frac{1}{2}\right)!}{p!\left(p+\frac{1}{2}\right)!((L+l+\lambda) / 2-n-p)!q!\left(q+\frac{1}{2}\right)!(n-q)!} . \tag{5}
\end{equation*}
$$

Here the use of the following relation obtained by setting $\mu \equiv \max \{q, L+1\}, \rho \equiv \min \{q, L+1\}$, and $v \equiv-L+p-\frac{1}{2}+\rho$ in Eq. (B1) of Ref. 5:

$$
\begin{align*}
(p & \left.+q+\frac{1}{2}\right)!\left(L-p-q-\frac{1}{2}\right)! \\
& =(-1)^{L-p-q} \frac{\left(p+q+\frac{1}{2}\right)!}{\left(-L+p+q-\frac{1}{2}\right)!} \\
& =(-1)^{L-q-q}\left(p+\frac{1}{2}\right)!q!(L+1)!\sum_{t=0}^{\min (q, L+1\}}\left[t!(q-t)!(L+1-t)!\left(-L+p-\frac{1}{2}+t\right)!\right]^{-1}, \tag{6}
\end{align*}
$$

leads to another expression for $I_{\lambda, n}$,

$$
I_{\lambda, n}=(-1)^{L}(L+1)!\sum_{t=0}^{\min \{n, L+1\}} \frac{J_{t}^{(1)} J_{t}^{(2)}}{t!(L+1-t)!},
$$

where the abbreviations,

$$
\begin{align*}
J_{t}^{(1)}= & \sum_{p=0}^{(L+l+\lambda) / 2-n}(-1)^{p} \\
& \times \frac{\left(-(L+l-\lambda) / 2+n+p-\frac{1}{2}\right)!}{p!((L+l+\lambda) / 2-n-p)!\left(-L+p-\frac{1}{2}+t\right)!} \tag{7}
\end{align*}
$$

and

$$
\begin{equation*}
J_{t}^{(2)}=\sum_{q=t}^{n}(-1)^{q} \frac{\left(l-n+q-\frac{1}{2}\right)!}{\left(q+\frac{1}{2}\right)!(n-q)!(q-t)!} \tag{8}
\end{equation*}
$$

have been used. Therefore if either of $J_{i}^{(1)}$ and $J_{i}^{(2)}$ vanishes, so does their product. Now we carry out the summation of Eqs. (7) and (8). Equation (7) is rewritten as
$J_{i}^{(1)}=(-1)^{-(L+l-\lambda) / 2+n}$

$$
\begin{align*}
& \times \sum_{p=0}^{(L+l+\lambda) / 2-n}\left[p!\left(\frac{L+l-\lambda}{2}-n-\frac{1}{2}-p\right)!\right. \\
& \left.\times\left(\frac{L+l+\lambda}{2}-n-p\right):\left(-L+t-\frac{1}{2}+p\right)!\right]^{-1} .
\end{align*}
$$

Putting $(L+l-\lambda) / 2-n-\frac{1}{2} \equiv \mu, \quad(L+l+\lambda) / 2-n$ $\equiv \rho$, and $-L+t-\frac{1}{2} \equiv v-\rho$ in Eq. (B1) of Ref. 5, one finds that $\mu+v=l-2 n+t-1$ and $\mu+\nu-\rho=(-L$ $+l-\lambda) / 2-n+t-1$. Since $t \leqslant n$ and $\lambda \geqslant|L-l|$, obviously $\mu+\nu-\rho<0$. Therefore from the note on Eq . (B1) of Ref. 5, if $\mu+v=l-2 n+t-1 \geqslant 0, J_{t}^{(1)}$ vanishes. Otherwise, i.e., for $2 n-l-t \geqslant 0, J_{l}^{(1)}$ is summed to

$$
\begin{align*}
J_{t}^{(1)}= & (-1)^{\lambda}((L-l+\lambda) / 2+n-t)! \\
& \times\left[\left((L+l-\lambda) / 2-n-\frac{1}{2}\right)!\right. \\
& \times\left((-L+l+\lambda) / 2-n+t-\frac{1}{2}\right)! \\
& \times((L+l+\lambda) / 2-n)!(2 n-l-t)!]^{-1} . \tag{7"}
\end{align*}
$$

On the other hand, $J_{s}^{(2)}$ may be rewritten as

$$
\begin{align*}
J_{t}^{(2)}= & (-1)^{n-t} \\
& \times \sum_{q=0}^{n-t}\left[q!\left(n-l-t-\frac{1}{2}-q\right)!\right. \\
& \left.\times(n-t-q)!\left(t+\frac{1}{2}+q\right)!\right]^{-1} .
\end{align*}
$$

When $n-l-t-\frac{1}{2}, n-t$, and $t+\frac{1}{2}$ are set equal to $\mu, \rho$, and $v-\rho$, respectively, in Eq. (B1) of Ref. 5, it turns out
that $\mu+\nu=2 n-l-t$ and $\mu+\nu-\rho=n-l$. Because $\mu+\nu=2 n-l-t$ must be larger than or equal to zero in order that $J_{t}^{(1)}$ takes a nonzero value, the condition that $\mu+\nu-p=n-l \geqslant 0$ is necessary for $J_{i}^{(2)}$ to remain nonzero. For $n-l \geqslant 0, J_{t}^{(2)}$ is summed to

$$
\begin{align*}
J_{t}^{(2)}= & (-1)^{n-l} \\
& \times \frac{(2 n-l-t)!}{\left(n-l-t-\frac{1}{2}\right)!\left(n+\frac{1}{2}\right)!(n-t)!(n-l)!} .
\end{align*}
$$

Introduction of Eqs. (7") and (8") into Eq. (5'), and then insertion of the relation

$$
\begin{align*}
& \frac{((L-l+\lambda) / 2+n-t)!}{\left(n-l-t-\frac{1}{2}\right)!(n-t)!} \\
& \quad=\left(\frac{L+l+\lambda}{2}+\frac{1}{2}\right)!\left(\frac{L-l+\lambda)}{2}\right)! \\
& \quad \times \sum_{p=0}^{n-t}\left[p!\left(\frac{L+l+\lambda}{2}+\frac{1}{2}-p\right)!\right. \\
& \left.\quad \times(n-t-p)!\left(-l-\frac{1}{2}+p\right)!\right]^{-1}, \tag{9}
\end{align*}
$$

which is derived by setting $\mu \equiv(L+l+\lambda) / 2+\frac{1}{2}$, $v \equiv n-l-t-\frac{1}{2}$, and $\rho \equiv n-t$ in Eq. (B1) of Ref. 5, into the resulting equation lead to

$$
\begin{align*}
I_{\lambda, n}= & (-1)^{n} \frac{(L+1)!\left((L+l+\lambda) / 2+\frac{1}{2}\right)!((L-l+\lambda) / 2)!}{\left((L+l-\lambda) / 2-n-\frac{1}{2}\right)!((L+l+\lambda) / 2-n)!\left(n+\frac{1}{2}\right)!(n-l)!} \\
& \times \sum_{p=0}^{n}\left[p!\left(\frac{L+l+\lambda}{2}+\frac{1}{2}-p\right)!\left(-l-\frac{1}{2}+p\right)!\right]^{-1} \\
& \times \sum_{t=0}^{\min \{n-p, L+1\}}\left[t!(L+1-t)!(n-p-t)!\left(\frac{-L+l+\lambda}{2}-n-\frac{1}{2}+t\right)!\right]^{-1} .
\end{align*}
$$

Letting $\max \{n-p, L+1\} \equiv \mu, \min \{n-p, L+1\} \equiv \nu$, and $(-L+l+\lambda) / 2-n-\frac{1}{2} \equiv v-\rho$ in Eq. (B1) of Ref. 5, one finds that the sum over $t$ is equal to

$$
\frac{\left((L+l+\lambda) / 2-p+\frac{1}{2}\right)!}{\left.(L+1)!\left((-L+l+\lambda) / 2-p-\frac{1}{2}\right)!(n-p)!(L+l+\lambda) / 2-n+\frac{1}{2}\right)!} .
$$

Substituting this result into Eq. ( $5^{\prime \prime}$ ), we arrive at

$$
\begin{align*}
I_{\lambda, n}= & (-1)^{n} \frac{\left((L+l+\lambda) / 2+\frac{1}{2}\right)!((L-l+\lambda) / 2)!}{\left((L+l-\lambda) / 2-n-\frac{1}{2}\right)!((L+l+\lambda) / 2-n)!\left(n+\frac{1}{2}\right)!(n-l)!\left((L+l+\lambda) / 2-n+\frac{1}{2}\right)!} \\
& \times \sum_{p=0}^{n}\left[p!\left(\frac{-L+l+\lambda}{2}-\frac{1}{2}-p\right)!(n-p)!\left(-l-\frac{1}{2}+p\right)!\right]^{-1} .
\end{align*}
$$

If $(-L+l+\lambda) / 2-\frac{1}{2}, n$, and $-l-\frac{1}{2}$ are set $\mu, \rho$, and $v-\rho$, respectively, in Eq. (B1) of Ref. 5 , then $\mu+v$ $=(-L-l+\lambda) / 2+n-1$ and $\mu+v-\rho=(-L-l+\lambda) / 2-1$. Since $\lambda \leqslant L+l$, obviously $\mu+v-\rho<0$. Therefore from the note on Eq. (B1) of Ref. 5, if $\mu+v=(-L-l+\lambda) / 2+n-1 \geqslant 0$, the sum in Eq. ( $5^{\prime \prime \prime}$ ) vanishes. Otherwise, i.e., for $(L+l-\lambda) / 2-n \geqslant 0$, the sum proves to be equal to

$$
(-1)^{n} \frac{((L+l-\lambda / 2))!}{\left((-L+l+\lambda) / 2-\frac{1}{2}\right)!\left(n-l-\frac{1}{2}\right)!n!((L+l-\lambda) / 2-n)!}
$$

Connecting $(L+l-\lambda) / 2-n \geqslant 0$ with the condition $n-l \geqslant 0$ in order that $J_{t}^{(1)} J_{t}^{(2)}$ takes a nonzero value, we find that the permissible values of $n$ are limited to the range from $l$ to $(L+l-\lambda) / 2$. On the other hand, $\lambda$ runs from $|L-l|$ to $L+l$ by step 2 , and thus the value of $\lambda$ which gives $I_{\lambda, n}$ a nonzero value is restricted only to $L-l$. Therefore the allowed value of $n$ is found to be only $l$.

Consequently, Eq. ( $5^{\prime \prime \prime}$ ) is rewritten as

$$
\begin{align*}
I_{\lambda, n} & =\delta_{\lambda, L-l} \delta_{n, l} \frac{\left(L+\frac{1}{2}\right)!}{\left(l+\frac{1}{2}\right)!\left(L-l+\frac{1}{2}\right)!} \\
& =\delta_{\lambda, L-l} \delta_{n, l} \frac{2(2 L+1)!}{(2 l+1)!(2 L-2 l+1)!} \frac{l!(L-l)!}{L!}
\end{align*}
$$

Then introduction of the last equality of Eq. ( $5^{\prime \prime \prime}$ ) into Eq.
(3') yields the single-term expression for $v_{\nu L L}(r, a)$,

$$
\begin{align*}
v_{L L L}(r, a)= & \delta_{\lambda, L-l} 4 \pi(-1)^{L-l} a^{L} \\
& \times \frac{(2 L+1)!}{(2 l+1)!(2 L-2 l+1)!} \frac{l!(L-l)!}{L!} s^{l}
\end{align*}
$$

Further, by putting Eq. (3") and the expression for $C(l L-l L ; 00)$,

$$
\begin{align*}
& C(l L-l L ; 00) \\
& \quad=[(2 l)!(2 L-2 l)!/(2 L)!]^{1 / 2} L!/ l!(L-l)! \tag{10}
\end{align*}
$$

in Eq. (1), we obtain a simple expression for $R^{L}$ $\times Y_{L}^{M}\left(\theta_{R}, \phi_{R}\right):$

$$
\begin{align*}
R^{L} Y_{L}^{M}\left(\theta_{R}, \phi_{R}\right)= & \sum_{l=0}^{L} \sum_{m=M-L+l}^{M+L-l}(-1)^{L-l} \\
& \times\left[\frac{4 \pi(2 L+1)!}{(2 l+1)!(2 L-2 l+1)!}\right]^{1 / 2} \\
& \times C(l L-l L ; m M-m) \\
& \times r^{l} Y_{l}^{m}(\theta, \phi) a^{L-l} Y_{L-l}^{M-m}\left(\theta_{a}, \phi_{a}\right) . \tag{11}
\end{align*}
$$

This is no other than the expansion formula of a solid harmonic. ${ }^{3}$ Here note that, if the new origin is placed at the position displaced from the old origin by a (in Antone's notation of Ref. $1, \mathbf{r}_{2}$, not $-\mathbf{a}$, as done in Ref. 1, the sign $(-1)^{L-t}$ in Eq. (11) does not appear.

When $f(R)$ is a power of $R, v_{l \lambda L}(r, a)$ can be also expressed by Eq. (27) of Ref. 6, which is derived by integrating the right-hand side of Eq. (5) of Ref. 2 in the different order from the order in which the integration led to Eq. (2). The use of Eq. (27) of Ref. 6 leads directly to Eq. (11), which should be noted.

## III. RELATION BETWEEN THE EXPRESSION FOR THE $\alpha$ FUNCTION DERIVED FROM THE FORMULA OF SILVERSTONE AND MOATS AND THE ONE GIVEN BY ANTONE

Comparing the expansion formula [Eq. (1)] of Silverstone and Moats with Eq. (1) of Ref. 1, which defines the $\alpha$ function, denoted by $\alpha(l, \lambda, L, r, a, f)$ [in Antone's notation, $\left.\alpha\left(l_{1}, l_{2}, L, r_{1}, r_{2}, f\right)\right]$, one finds that generally the $\alpha$ function can be also expressed in the form

$$
\begin{align*}
& \alpha(l, \lambda, L, r, a, f) \\
& =[(2 l+1)(2 \lambda+1) / 4 \pi(2 L+1)]^{1 / 2} C(l \lambda L ; 00) \\
& \quad \times v_{l \lambda L}(r, a) \tag{12}
\end{align*}
$$

This is the very result obtained by applying the Fouriertransform convolution theorem to the integral over $\Omega_{1}$ in Eq. (12) of Ref. 1, which gives an integral form of the $\alpha$ function, and by then using the orthonormality of the spherical harmonics defined in the angular coordinates $\Omega_{2}$.

In Ref. 1 the explicit form of the $\alpha$ function is given by Eq. (23) or (24). Its use is valid for a general case, but inappropriate for the special case where $\mathrm{r}_{2}=\left(r_{2}, 0, \phi_{2}\right)$ [in the present notation $\left.a=\left(a, 0, \phi_{a}\right)\right]$. In the special case, the choice of $m=L$ and $m_{1}=l_{1}$ (in the present notation,
$M=L$ and $m=l$ ) in Eq. (1) of Ref. 1, which led to Eq. (12) of Ref. 1, cannot be allowed unless $L=l_{1}$ (in the present notation, $L=l$ ), because of relation (6) of Ref. 1 . Furthermore, in the above case, such an integral over $\theta_{2}$ (in the present notation $\theta_{a}$ ) as seen in Eq. (34) of Ref. 1, never yields because $\theta_{2}=0$, and, therefore, the relation expressed by Eq. (30) of Ref. 1, cannot be utilized. This means that, in the special case, $\alpha\left(l_{1}, l_{2}, L, r_{1}, r_{2}, f\right)$ remains nonzero even if $l_{2} \neq L-l_{1}$ (in the present notation, $\lambda \neq L-l$ ) as in many other cases.

In the above case, the $\alpha$ function derived in Antone's manner, may be expressed as

$$
\begin{align*}
\alpha^{(A)} & (l, \lambda, L, r, a, f) \\
= & (4 \pi /(2 \lambda+1))^{1 / 2}\left[C\left(l \lambda L ; L_{<} 0\right)\right]^{-1} \\
& \times \int_{0}^{\pi} \sin \theta d \theta \int_{0}^{2 \pi} d \phi \\
& \times Y_{l}^{L^{*}<}(\theta, \phi) f(R) Y_{L}^{L_{<}}\left(\theta_{R}, \phi\right), \tag{13}
\end{align*}
$$

where $L_{<}$denotes the lesser of $L$ and $l$. Here the superscript ( $A$ ) has been attached to the symbol $\alpha$ to distinguish the $\alpha$ function given by Eq. (13) from the one expressed by Eq. (12). In any case the expression for the $\alpha$ function, Eq. (12), is unchanged unless the form of $f(R)$ varies. On the contrary, the expression derived in Antone's manner, Eq. (23) or (24) of Ref. 1, varies case by case. For instance, $\alpha^{(A)}(l, \lambda, L, r, a, f)$ expressed by Eq. (13), is not equal to $\alpha(l, \lambda, L, r, a, f)$. The relation between them can be obtained by applying the Fourier-transform convolution theorem to the integral in Eq. (13). It may be written as

$$
\begin{align*}
\alpha^{(A)} & (l, \lambda, L, r, a, f) \\
= & \sum_{\mu=|\bar{L}-l|}^{2+l}\left(\frac{2 \mu+1}{2 \lambda+1}\right)^{1 / 2} \frac{C\left(l \mu L ; L_{<} 0\right)}{C\left(l \lambda L ; L_{<} 0\right)} \\
& \times \alpha(l, \mu, L, r, a, f) . \tag{14}
\end{align*}
$$

Needless to say, the explicit form of $\alpha^{(A)}(l, \lambda, L, r, a, f)$ can be obtained by carrying out the same procedure as used in Ref. 1. The course is, however, very complicated. In contrast, introduction of the explicit form of $C(\mu L, 00)$ and the expression for $v_{l \lambda L}(r, a)$ given by Eq. (2), into Eq. (12) leads to the explicit form of $\alpha^{(A)}(l, \lambda, L, r, a, f)$ more easily. It is written as

$$
\begin{align*}
\alpha^{(A)}(l, \lambda, L, r, a, f)= & (-1)^{|L-l|} \frac{\left(L_{<}+\frac{1}{2}\right)!}{\left(2 L_{<}+1\right)!} \\
& \times\left[4 \pi \frac{(2 l+1)(L+l-\lambda)!(-|L-l|+\lambda)!(L+l+\lambda+1)!}{(2 \lambda+1)(|L-l|+\lambda)!}\right]^{1 / 2} \\
& \times \sum_{K=0}^{L+l L+l-K} \sum_{k=0} \frac{\left(L-K-\frac{1}{2}\right)!\left(l-k-\frac{1}{2}\right)!\left(-L_{<}+K+k-\frac{1}{2}\right)!}{K!k!(L+l-K-k)!} \\
& \times\left(\frac{r}{a}\right)^{2 k-l-1} \int_{|r-a|}^{r+a} d R\left(\frac{R}{a}\right)^{2 K-L+1} f(R) . \tag{15}
\end{align*}
$$

It goes without saying that the respective sums of $C(l \lambda L ; M 0)((2 \lambda+1) / 4 \pi)^{1 / 2} \alpha^{(A)}(l, \lambda, L, r, a, f) \quad$ and $C(l \lambda L ; M 0)((2 \lambda+1) / 4 \pi)^{1 / 2} \alpha(l, \lambda, L, r, a, f)$ over $\lambda$ prove to be equal to another $\alpha$ function $(1 / r) \alpha_{l}(f L M \mid l)$ which has been defined by Eq. (2.1) of Ref. 7.

## IV. CONCLUDING REMARKS

Certainly, in the case of $f(R)=R^{L}$, Antone's expression for the $\alpha$ function, Eq. (23) or (24) of Ref. 1, has the advantage of being reduced visibly to the expansion formula
of a solid harmonic over the expression derived from the formula [Eq. (12)] of Silverstone and Moats. But the former expression is rather complicated, and so, in calculation on the electronic properties of molecules and solids, it does not seem to be more convenient than any other appearing in the literature, because the radial part of the atomic functions used frequently in the calculation, never take the form of $R^{L}$. On the other hand, the latter expression is very simple, thanks to the application of the Fourier-transform convolution theorem for overlap integrals. No more simplified expression than it can be obtained unless the explicit form of $f(R)$ is given. Comparison of the forms of the two expressions leads readily to the conclusion that the latter expres-
sion is much more compact than the former. Since the simplicity of the latter expression is independent of the form of $f(R)$, it can be expected to be utilized conveniently whenever one needs the calculation of the $\alpha$ function.
${ }^{1}$ A. A. Antone, J. Math. Phys. 26, 940 (1985).
${ }^{2}$ H. J. Silverstone and R. K. Moats, Phys. Rev. A 16, 1731 (1977).
${ }^{3}$ For example, see p. 151 of D. M. Brink and G. R. Satchler, Angular Momentum (Oxford U. P., London, 1968).
${ }^{4}$ For example, M. E. Rose, Elementary Theory of Angular Momentum (Wiley, New York, 1957).
${ }^{5}$ N. Suzuki, J. Math. Phys. 26, 3193 (1985).
${ }^{6}$ K. G. Kay, H. D. Todd, and H. J. Silverstone, J. Chem. Phys. 51, 2359 (1969).
${ }^{7}$ N. Suzuki, J. Math. Phys. 25, 1133 (1984).

# A class of self-dual solutions for $\operatorname{SU(2)}$ gauge fields on Euclidean space 

Bernard Leaute<br>Institut Henri Poincaré, Laboratoire de Physique Théorique, 11, rue P. et M. Curie, 75231 Paris Cedex 05 , France<br>Gilbert Marcilhacy<br>Université Paris VI, Laboratoire de Physique Théorique, 4, Place Jussieu, 75252 Paris Cedex 05, France

(Received 6 February 1986; accepted for publication 26 November 1986)
By applying the method of separation of variables a particular class of solutions, depending on the four variables ( $x_{\mu}$ ) of Yang's equation in the $R$ gauge for self-dual SU(2) gauge fields on Euclidean four-dimensional flat space, is obtained. These solutions are parametrized by a particular form of the fifth Painlevé transcendent. For a specific choice of certain constants, there is degeneration, and the solutions functionally depend on elementary functions.

## I. INTRODUCTION

Yang ${ }^{1}$ has reduced the system of equations for self-dual SU(2) gauge fields on Euclidean four-dimensional flat space to the following equations:

$$
\begin{align*}
& \Phi\left(\Phi_{\xi \bar{F}}+\Phi_{\eta \bar{\eta}}\right)-\Phi_{\xi} \Phi_{\bar{\xi}}-\Phi_{\eta} \Phi_{\bar{\eta}}+\Psi_{\xi} \bar{\Psi}_{\bar{\xi}}+\Psi_{\eta} \bar{\Psi}_{\bar{\eta}}=0,  \tag{1a}\\
& \Phi\left(\Psi_{\xi \bar{\xi}}+\Psi_{\eta \bar{\eta}}\right)-2 \Psi_{\xi} \Phi_{\bar{\xi}}-2 \Psi_{\eta} \Phi_{\bar{\eta}}=0 \\
& \quad \text { (and the complex conjugate), } \tag{1b}
\end{align*}
$$

where $\Phi$ denotes a real function, $\Psi$ a complex function of the variables $\xi, \bar{\xi}, \eta, \bar{\eta}$, the overbar denotes complex conjugation, and

$$
\begin{equation*}
\sqrt{2} \xi=x_{1}+i x_{2}, \quad \sqrt{2} \eta=x_{3}-i x_{4} \tag{2}
\end{equation*}
$$

Various solutions to these equations have already been proposed in the first place by Yang himself, thanks to an appropriate ansatz. Ray ${ }^{2}$ carrying on this way has broadened the scope on the results established by Yang.

By a method founded on the separation of variables we have also obtained one class of solutions connected with particular form of the fifth Painlevé transcendent. ${ }^{3}$ The aim of the present paper is to show that the same process can be extended in a such manner that the solutions calculated depend effectively on the four variables $x_{\mu}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$. We can, following Takeno, ${ }^{4}$ give another formulation of the system (1), useful for the development of the process. Let

$$
\begin{align*}
& \Phi \Delta \Phi-(\nabla \Phi)^{2}+\nabla \Psi \cdot \nabla \bar{\Psi}=-i \mathscr{P}(\Psi, \bar{\Psi})  \tag{3a}\\
& \Phi \Delta \Psi-2 \nabla \Phi \cdot \nabla \Psi=2 i \mathscr{P}(\Psi, \Phi) \text { and c.c. } \tag{3b}
\end{align*}
$$

where $\nabla$ and $\Delta$ are, respectively, the gradient and Laplacian operators in the Euclidean four-dimensional flat space metric and the symbol $\mathscr{P}$ is defined by

$$
\begin{equation*}
\mathscr{P}(\alpha, \beta)=\left(\alpha_{x_{1}} \beta_{x_{2}}-\alpha_{x_{2}} \beta_{x_{1}}\right)-\left(\alpha_{x_{3}} \beta_{x_{4}}-\alpha_{x_{4}} \beta_{x_{3}}\right) \tag{4}
\end{equation*}
$$

for each pair of functions $\alpha$ and $\beta$ of the variables ( $x_{1}, x_{2}, x_{3}, x_{4}$ ). The system (3a) and (3b) can be written in terms of real functions by means of the change

$$
\begin{equation*}
\Psi=\chi \exp (i \lambda) \tag{5}
\end{equation*}
$$

which leads to
$\Phi \Delta \Phi-(\nabla \Phi)^{2}+(\nabla \chi)^{2}+\chi^{2}(\nabla \lambda)^{2}=2 \chi \mathscr{P}(\lambda, \chi)$,
$\Phi\left[\Delta \chi-\chi(\nabla \lambda)^{2}\right]-2 \nabla \chi \cdot \nabla \Phi=-2 \chi \mathscr{P}(\lambda, \Phi)$,

$$
\begin{equation*}
\Phi(\chi \Delta \mathcal{\lambda}+2 \nabla \chi \cdot \nabla \lambda)-2 \chi \nabla \lambda \cdot \nabla \Phi=2 \mathscr{P}(\chi, \Phi) \tag{6c}
\end{equation*}
$$

We observe that if the phase function $\lambda$ is taken as constant and if $\mathscr{P}(\chi, \Phi)=0$ the system is reduced to

$$
\begin{equation*}
(\operatorname{Re} \mathscr{E}) \Delta \mathscr{C}=(\nabla \mathscr{E})^{2} \text { and c.c. } \tag{7}
\end{equation*}
$$

where it is set

$$
\begin{equation*}
\mathscr{C} \equiv \Phi+i \chi \tag{8}
\end{equation*}
$$

In the case where the functions $\Phi$ and $\chi$ depend only on the variables $\rho \equiv\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$ and $z=x_{3}$, (7) is a form of the Ernst system. ${ }^{5}$ The link between the Ernst system and particular solutions of the $\mathrm{SU}(2)$ self-dual gauge fields equations has been well noted by Witten. ${ }^{6}$

The class of solutions of $(6 a)-(6 c)$, which we propose to determine here, is of the more general type; they involve a nonconstant phase function and depend on the variables $\left(\rho, x_{3}, x_{4}\right)$.

## II. DETERMINATION OF THE SOLUTIONS RESEARCHED

## A. General analysis

Following the method of separation of variables employed here, we investigate solutions of the system (6a)(6c) in the form

$$
\begin{align*}
& \Phi\left(x_{\mu}\right)=F(\rho) K\left(x_{3}, x_{4}\right)  \tag{9}\\
& \Psi\left(x_{\mu}\right)=G(\rho) L\left(x_{3}, x_{4}\right)
\end{align*}
$$

or, in terms of purely real functions as in Ref. 3

$$
\begin{align*}
& \Phi\left(x_{\mu}\right)=f(\rho) U\left(x_{3}, x_{4}\right) \\
& \chi\left(x_{\mu}\right)=\left[g^{2}(\rho)+h^{2}(\rho)\right]^{1 / 2} U\left(x_{3}, x_{4}\right)  \tag{10}\\
& \lambda\left(x_{\mu}\right)=\arctan (g / h)+V\left(x_{3}, x_{4}\right)
\end{align*}
$$

where $f, g$, and $h$ are functions with real values of the variable $\rho \equiv\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}$ while $U$ and $V$ are also real functions of which will be fixed in the next development. The insertion of these expressions in ( 6 a )-(6c) gives

$$
\begin{align*}
& f\left(f^{\prime \prime}+(1 / \rho) f^{\prime}\right)-f^{\prime 2}+g^{\prime 2}+h^{\prime 2}+f^{2}\left[U^{-1}\left(U_{x_{3} x_{3}}+U_{x_{4} x_{4}}\right)\right. \\
& \left.\quad-U^{-2}\left(U_{x_{3}}^{2}+U_{x_{4}}^{2}\right)\right]+\left(g^{2}+h^{2}\right)\left[\left(U^{-1} U_{x_{3}}-V_{x_{4}}\right)^{2}+\left(U^{-1} U_{x_{4}}+V_{x_{3}}\right)^{2}\right]=0,  \tag{11a}\\
& f\left[g g^{\prime \prime}+h h^{\prime \prime}+(1 / \rho)\left(g g^{\prime}+h h^{\prime}\right)\right]-2 f^{\prime}\left(g g^{\prime}+h h^{\prime}\right) f\left(g^{2}+h^{2}\right)\left[U^{-1}\left(U_{x_{3} x_{3}}+U_{x_{4} x_{4}}\right)-U^{-2}\left(U_{x_{3}}^{2}+U_{x_{4}}^{2}\right)\right] \\
& \quad-f\left(g^{2}+h^{2}\right)\left[\left(U^{-1} U_{x_{3}}-V_{x_{4}}\right)^{2}+\left(U^{-1} U_{x_{4}}+V_{x_{3}}^{2}\right)^{2}\right]=0,  \tag{11b}\\
& h g^{\prime \prime}-z h^{\prime \prime}+(1 / \rho)\left(h g^{\prime}-g h^{\prime}\right)-2\left(f^{\prime} / f\right)\left(h g^{\prime}-g h^{\prime}\right)-\left(g^{2}+h^{2}\right)\left(V_{x_{3} x_{3}}+V_{x_{4} x_{4}}\right)=0, \tag{11c}
\end{align*}
$$

with the notations $f^{\prime}=d f / d \rho, g^{\prime}=d g / d \rho, \ldots$.
This last equation can be separated only if the function $V\left(x_{3}, x_{4}\right)$ is bilinear in $x_{3}$ and $x_{4}$. However, the examination of the separability of the previous Eqs. (11a) and (11b) shows that in fact the functions $U$ and $V$ must necessarily be written as

$$
\begin{align*}
& U=\exp \left(a x_{3}+b x_{4}\right),  \tag{12}\\
& V=c x_{3}+d x_{4}, \tag{13}
\end{align*}
$$

$a, b, c$, and $d$ being real constants (nonzero). It follows from this result that by a simple linear combination of (11a) and (11b) we may deduce the following equation:

$$
\begin{gathered}
f\left[\left(f f^{\prime \prime}+g g^{\prime \prime}+h h^{\prime \prime}\right)+(1 / \rho)\left(f f^{\prime}+g g^{\prime}+h h^{\prime}\right)\right] \\
-f\left(f^{\prime 2}-g^{\prime 2}-h^{\prime 2}\right)-2 f^{\prime}\left(g g^{\prime}+h h^{\prime}\right)=0,
\end{gathered}
$$

which leads to the first integral

$$
\begin{equation*}
\left(f^{2}+g^{2}+h^{2}\right)^{\prime}=(A / \rho) f^{2} \quad(A \neq 0) \tag{14}
\end{equation*}
$$

where $A$ is a constant of integration. Equation (11c) also is easily integrated under the form

$$
\begin{equation*}
h g^{\prime}-g h^{\prime}=(B / \rho) f^{2} \quad(B \neq 0) \tag{15}
\end{equation*}
$$

where $B$ is a new constant of integration.
Now it is suitable to take these results into account in Eq. (11a), which, consequently to (12) and (13), can be written as

$$
\begin{align*}
f\left(f^{\prime \prime}\right. & \left.+\frac{1}{\rho} f^{\prime}\right)-f^{\prime 2}+g^{\prime 2}+h^{\prime 2} \\
& +\left(g^{2}+h^{2}\right)\left[(a-d)^{2}+(b+c)^{2}\right]=0 \tag{16}
\end{align*}
$$

The effective insertion of (14) and (15) in this equation leads, after a rather tedious computation, to a nonlinear differential equation of the third order governing the function $Q \equiv f^{2}+g^{2}+h^{2}$. This equation is reducible to one of the second order for the function $X=Q^{\prime} / Q$, and it is written

$$
\begin{align*}
X^{\prime \prime} & +\frac{1}{\rho} X^{\prime}-\left[\frac{1}{X}-\frac{1}{2(A-X)}\right] X^{\prime 2} \\
& +\frac{X^{2}}{\rho^{2}}\left[\frac{2 B^{2}}{A-X}+\frac{A-X}{2}\right] \\
& +2\left[(a-d)^{2}+(b+c)^{2}\right](A-X)=0 \tag{17}
\end{align*}
$$

## Making the changes

$$
\begin{equation*}
w=1-X / A, \quad \text { with } A \neq 0 \text { and } x=\rho^{2} \tag{18}
\end{equation*}
$$

We finally find the equation

$$
\begin{align*}
& \frac{d^{2} w}{d x^{2}}+\frac{1}{x} \frac{d w}{d x}-\left(\frac{1}{2 w}+\frac{1}{w-1}\right)\left(\frac{d w}{d x}\right)^{2} \\
&- \frac{(1-w)^{2}}{2 x^{2}}\left(\frac{A^{2}}{4} w+\frac{B^{2}}{w}\right) \\
&-\frac{(a-d)^{2}+(b+c)^{2}}{2 x} w=0 \tag{19}
\end{align*}
$$

in which we recognize a particular form of the nonlinear differential equation defining the fifth Painlevé transcendent. ${ }^{7}$ With the values of the parameters

$$
\begin{align*}
\alpha= & -\frac{A^{2}}{8}, \quad \beta=-\frac{B^{2}}{2}, \\
\gamma= & -\frac{1}{2}\left[(a-d)^{2}+(b+c)^{2}\right], \quad \delta=0,  \tag{20}\\
& \text { with } a-d \text { and } b+c \neq 0 .
\end{align*}
$$

Comparing this with the previous work ${ }^{3}$ we see that the dependence on $x_{4}$, introduced here, does not change the particular form of the Painlevé equation that we obtain in both situations. The difference lies in the expression of the parameter $\gamma$ which involves the constants $a, b, c$, and $d$, which appear in (12) and (13). From their respective diverse values various original particular cases will result which will be examined subsequently.

Returning to Eqs. (14) and (15), it is possible to obtain functions $f, g$, and $h$ parametrized by $w(\rho)$, the Painlevé transcendent defined in (19). We then have

$$
f=[A(1-w)]^{1 / 2} \exp \int_{\rho_{0}}^{\rho} \frac{A(1-w)}{2 \rho} d \rho,
$$

and

$$
\begin{aligned}
& g^{2}+h^{2}=A w \exp \int_{\rho_{0}}^{\rho} \frac{A(1-w)}{\rho} d \rho \\
& h+i g=\left(g^{2}+h^{2}\right)^{1 / 2} \exp \left\{i \int_{\rho_{0}}^{\rho} \frac{B(1-w)}{\rho w} d \rho\right\} .
\end{aligned}
$$

Now we are in possession of all elements to give entire expressions for the functions $\Phi$ and $\Psi$, which were introduced in the beginning, as functionals of the fifth Painlevé transcendent defined by (19); we find the following results:

$$
\begin{align*}
\Phi\left(x_{\mu}\right)= & {[A(1-w)]^{1 / 2} } \\
& \times \exp \left\{a x_{3}+b x_{4}+\int_{\rho_{0}}^{\rho} \frac{A(1-w)}{2 \rho} d \rho\right\},  \tag{21}\\
\Psi\left(x_{\mu}\right)= & (A w)^{1 / 2} \exp \left\{(a+i c) x_{3}+(b+i d) x_{4}\right. \\
& \left.+\int_{\rho_{0}}^{\rho}\left(\frac{A}{2}+i \frac{B}{w}\right) \frac{1-w}{\rho} d \rho\right\} \tag{22}
\end{align*}
$$

for the general case

$$
\begin{aligned}
& A \text { and } B \neq 0, \quad a, b, c, d \neq 0 \\
& a-d \neq 0, \quad b+c \neq 0
\end{aligned}
$$

Because of the presence of the square roots the result is valid only for the intervals of the variable $\rho$ where $w(\rho)$ is such as
$A>A w>0$.

## B. Particular cases

They correspond to the particular values of the constants $A, B, a, b, c$, and $d$ that we excluded in the above analysis.

The three cases defined by (i) $A=0, B \neq 0$; (ii) $A \neq 0$, $B=0$; and (iii) $A=B=0$ could be discussed in a similar manner to that used in the analogous cases encountered in Ref. 3. We observe that the corresponding solutions $\Phi\left(x_{\mu}\right)$, $\Psi\left(x_{\mu}\right)$ still depend on the particular forms $w(\rho)$ of the fifth Painlevé transcendent-without any possible degenerationthe parameter $\gamma=-\left[(a-d)^{2}+(b+c)^{2}\right] / 2$ being by assumption nonzero.

The expression of this parameter in function of the constants $a, b, c$, and $d$, introduced in (12) and (13), is a specific aspect of this study in comparison with Ref. 3. Indeed we see that $\gamma=0$, when $a=d$ and $b=-c$ and, in this case, by means of the change of variable

$$
\begin{equation*}
u=\log x \Leftrightarrow u=\log \rho^{2} \tag{23}
\end{equation*}
$$

Eq. (19) (with $\gamma=0$ ) can be brought back to the form

$$
\begin{align*}
\frac{d^{2} w}{d u^{2}} & -\left(\frac{1}{2 w}+\frac{1}{w-1}\right)\left(\frac{d w}{d u}\right)^{2} \\
& -(1-w)^{2}\left(\frac{A^{2}}{8} w+\frac{B^{2}}{2 w}\right)=0 \tag{24}
\end{align*}
$$

We recognize here a particular form of the equation of the type 38 of the Painlevé and Gambier classification. ${ }^{7}$ Thus the following first integral can immediately be written

$$
\begin{equation*}
\left(\frac{d w}{d u}\right)^{2}=(w-1)^{2}\left(\frac{A^{2}}{4} w^{2}+2 K w-B^{2}\right) \tag{25}
\end{equation*}
$$

where $K$ is a new constant of integration. To pursue the calculation it is necessary to consider the trinom

$$
\left(A^{2} / 4\right)+2 K-B^{2}
$$

Several situations occur following its value. We obtain the following results: If

$$
\left(A^{2} / 4\right)+2 K-B^{2}>0
$$

we have

$$
\begin{align*}
\lambda\left(u-u_{0}\right)= & \log [\mu w+v \\
& \left.-\left(\left(A^{2} / 4\right) w^{2}+2 K w-B^{2}\right)^{1 / 2}\right] /(w-1) \tag{26}
\end{align*}
$$

with the notations

$$
\begin{aligned}
& \lambda \equiv\left(\frac{A^{2}}{4}+2 K-B^{2}\right)^{1 / 2}, \quad \mu \equiv \frac{\left(A^{2} / 4\right)+K}{\lambda} \\
& \nu \equiv \frac{K-B^{2}}{\lambda}
\end{aligned}
$$

if
$\left(A^{2} / 4\right)+2 K-B^{2}<0$,
$\lambda_{1}\left(u-u_{0}\right)=\arcsin \left\{\frac{\left(A^{2} / 4+K\right)(w-1)-\lambda_{1}^{2}}{\left(K^{2}+A^{2} B^{2} / 4\right)^{1 / 2}|w-1|}\right\}$,
with $\lambda_{1} \equiv\left[-\left(A^{2} / 4+2 K-B^{2}\right)\right]^{1 / 2}$;
or if

$$
\begin{gather*}
A^{2} / 4+2 K-B^{2}=0, \quad \text { with } A^{2} / 4+K \neq 0 \\
u-u_{0}=-\left[\left(\left(A^{2} / 4\right) w^{2}+2 K w-A^{2}\right)^{1 / 2}\right. \\
\left.\times\left(\left(A^{2} / 4+K\right)(w-1)\right)^{-1}\right] \tag{28}
\end{gather*}
$$

or

$$
\begin{align*}
& u-u_{0}=\frac{2 \epsilon}{B^{2}+A^{2} / 4}\left(\frac{\left(A^{2} / 4\right) w+B^{2}}{(w-1)}\right)^{1 / 2} \\
& \epsilon \equiv \pm 1
\end{align*}
$$

where $u_{0} \equiv \log \rho_{0}^{2}$ is an integration constant.
In these formulas the function $w$, researched, appears under the implicit form. In theory, by inversion, we could obtain the explicit formulations. However, the latter would be rather complicated and consequently not very evocative. The last particular case, where $A^{2} / 4+2 K-B^{2}=0$ gives us an explicit result which is easily obtained:

$$
\begin{aligned}
w= & \left(\left(A^{2} / 4+B^{2}\right)^{2}\left(u-u_{0}\right)^{2}+4 B^{2}\right) \\
& \times\left(\left(A^{2} / 4+B^{2}\right)^{2}\left(u-u_{0}\right)^{2}-A^{2}\right)^{-1}
\end{aligned}
$$

$$
\begin{equation*}
\text { with } u=\log \rho^{2} \tag{29}
\end{equation*}
$$

The expressions of the functions $\Phi\left(x_{\mu}\right)$ and $\Psi\left(x_{\mu}\right)$ are formally given by the formulas already noted in (21) and (22) by taking into account the particular situation investigated:

$$
\gamma=0, \quad \text { with } a=d \text { and } b=c
$$

In so doing, we have the result

$$
\begin{align*}
\Phi\left(x_{\mu}\right)= & {[A(1-w)]^{1 / 2} } \\
& \times \exp \left\{a x_{3}+b x_{4}+\int \frac{A(1-w)}{2 \rho} d \rho\right\},  \tag{30}\\
\Psi\left(x_{\mu}\right)= & (A w)^{1 / 2} \exp \left\{(a-i b)\left(x_{3}+i x_{4}\right)\right. \\
& \left.+\int_{\rho_{0}}^{\rho}\left(\frac{A}{2}+\frac{i B}{w}\right) \frac{1-w}{\rho} d \rho\right\} \tag{31}
\end{align*}
$$

It is essential to point out that the formulas (21) and (22) of $\Phi$ and $\Psi$ are in fact parametrized by $w$, which is the fifth (nonelementary) transcendent of Painlevé. Whereas here ( $\gamma=0$ ) the formulas (30) and (31) formally, similar to (21) and (22), depend on the function $w$ which defined either by (26) or by (27), or by (29). This function is an elementary transcendent and, in principle, the operations of integration could be performed.
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The direct and inverse spectral problem for the discrete analog of the equation $\psi_{x x}+u \psi=\sigma \psi_{y}$ is solved in the framework of " $\bar{\partial}$ " theory. The time evolution of the spectral data for the simplest nonlinear differential-difference equations associated to this linear problem is derived.

## I. INTRODUCTION

In recent years, there has been considerable interest in the study of exactly solvable nonlinear evolution equations by the method of the inverse scattering transform (IST). The results for one-dimensional partial differential equations and their discrete analogs is by now classical and covered in tests on the subject. ${ }^{1}$ On the other hand, the work done on IST for $2+1$ dimensions has only been satisfactorily understood within the past few years. ${ }^{2}$ The prototype problem studied is the Kadomtsev-Petviashvili (KP) equation:

$$
\begin{equation*}
\left(u_{t}+\sigma u u_{x}+u_{x x x}\right)_{x}=-3 \sigma^{2} u_{y y} \tag{1.1}
\end{equation*}
$$

together with its associated linear problem

$$
\begin{equation*}
\sigma \psi_{y}=\psi_{x x}+u \psi \tag{1.2}
\end{equation*}
$$

There are two critical choices of the parameter $\sigma: \sigma=i$ (KPI); $\sigma=1$ (KPII).

Manakov ${ }^{3}$ showed that KPI fits within the context of Riemann-Hilbert (RH) theory (i.e., it leads to a nonlocal RH problem). The second case, KPII, was found to lie outside RH theory. It required essential use of the notion of " $\bar{\partial}$ " (DBAR) problem. We recall that Beals and Coifman, ${ }^{4}$ in their elegant work on systems of ordinary differential equations, noted that the RH problem was, in fact, a special case of the more general notion of a $\bar{\partial}$ problem. The $\bar{\partial}$ problem gives a simple and powerful method by which the underlying inverse spectral problem for the KPII equation (and other analogous equations, like Davey-Stewardson II, modified KPII, ...) can be solved.

In this paper a discrete analog of (1.2) for the case $\sigma=1$ is investigated. To our knowledge this is the first consideration of a discrete multidimensional scattering problem via $\bar{\partial}$ theory. One very important observation is that fully discrete spectral problems virtually always require the use of a $\bar{\partial}$ approach. The reason for this has to do with the fact that discretizations are generally unstable ("ill-posed") as partial difference equations in $\mathbb{Z}^{2}$ [in analogy with problem (1.2) with $\sigma=1$ for both $x$ and $y$ finite].

Of course, the corresponding one-dimensional discrete problem (i.e., the finite-difference analog of the Schrödinger
equation) has been investigated via RH methods by a number of authors. ${ }^{5}$ In particular, we refer to the thesis of Sanda L. Chitlaru-Briggs who not only considered this one-dimensional problem, but went beyond to study multidimensional problems such as the one under scrutiny in this paper. Unfortunately, her life was prematurely cut short and her study had to be ended. This article is dedicated to Sanda L. Chit-laru-Briggs.

## II. THE DIRECT PROBLEM

We investigate the linear problem

$$
\begin{align*}
\psi(n & -1, m)+B(n, m) \psi(n, m)+A(n, m) \psi(n+1, m) \\
& =2 \psi(n, m+1) \tag{2.1}
\end{align*}
$$

where ( $n, m$ ) $\in \mathbb{Z}^{2}$, and the "potentials" $B, A-1$ vanish sufficiently fast as $n$ and (or) $m$ go to infinity.

This problem, as well as the simplest evolution equations associated with it, has been already introduced in Ref. 6.

It is easy to see that, when $B=0$, the continuum limit of (2.1) is just Eq. (1.2) for $\sigma \in \mathbb{R}$; to perform this limit, set $A(n, m)=\exp [\Delta(V(n+1, m+1)-V(n, m))], \quad x=n \Delta$, $y=(\sigma / 2) m \Delta^{2}$, and let $\Delta \rightarrow 0$ : one recovers (1.2) with $u=V_{x}$.

To handle Eq. (2.1), we introduce a function $\mu$, defined as

$$
\begin{equation*}
\mu(n, m ; z)=\psi(n, m)\left[\psi^{(0)}(n, m ; z)\right]^{-1} \tag{2.2}
\end{equation*}
$$

where $\psi^{(0)}$ is a special solution of the "bare" problem associated to (2.1) (i.e., the one corresponding to $B=0, A=1$ ), given by

$$
\begin{equation*}
\psi^{(0)}(n, m ; z)=z^{-n}\left(\left(z+z^{-1}\right) / 2\right)^{m} \tag{2.3}
\end{equation*}
$$

The function $\mu$ will then satisfy the following equation:

$$
\begin{gather*}
z \mu(n-1, m ; z)+B(n, m) \mu(n, m ; z) \\
\quad+z^{-1} A(n, m) \mu(n+1, m ; z) \\
\quad=\left(z+z^{-1}\right) \mu(n, m+1 ; z) \tag{2.4}
\end{gather*}
$$

Requiring that, as a function of $z, \mu$ satisfies the boundary condition

$$
\begin{equation*}
\lim _{|z| \rightarrow \infty} \mu(n, m ; z)=1 \tag{2.5}
\end{equation*}
$$

Eq. (2.4) is equivalent to the summation equation

$$
\begin{align*}
\mu(n, m ; z)= & 1-\sum_{n^{\prime}, m^{\prime}=}^{+\infty} G\left(n-n^{\prime}, m-m^{\prime} ; z\right) \\
& \times\left[B\left(n^{\prime}, m^{\prime}\right) \mu\left(n^{\prime}, m^{\prime} ; z\right)\right. \\
& +z^{-1}\left(A\left(n^{\prime}, m^{\prime}\right)-1 \mu\left(n^{\prime}+1, m^{\prime} ; z\right)\right] \tag{2.6}
\end{align*}
$$

where the Green's function $\boldsymbol{G}$ is defined as

$$
\begin{align*}
G(n, m ; z)= & \frac{1}{(2 \pi i)^{2}} \oint_{\left|z_{1}\right|=1} \frac{d z_{1}}{z_{1}} \oint_{\left|z_{2}\right|=1} \frac{d z_{2}}{z_{2}} \\
& \times z_{1}^{n} z_{2}^{m} \widehat{G}\left(z_{1}, z_{2} ; z\right) \tag{2.7}
\end{align*}
$$

with

$$
\begin{equation*}
\widehat{G}\left(z_{1}, z_{2} ; z\right)=\left[\frac{z}{z_{1}}+\frac{z_{1}}{z}-z_{2}\left(z+\frac{1}{z}\right)\right]^{-1} . \tag{2.8}
\end{equation*}
$$

$$
\begin{align*}
G(n, m ; z)= & \frac{1}{2 \pi i}\left(z+z^{-1}\right)^{-m} \oint_{\left|z_{1}\right|=1} \frac{d z_{1}}{z_{1}} z_{1}^{n}\left(\frac{z_{1}}{z}+\frac{z}{z_{1}}\right)^{m-1} \\
& \times\left\{\Theta(1-m)-\Theta\left(\frac{\pi}{2}+\varphi\right) \Theta(-\varphi)\left[\Theta\left(\vartheta_{1}+\pi\right) \Theta\left(2 \varphi-\vartheta_{1}\right)+\Theta\left(\vartheta_{1}\right) \Theta\left(\pi+2 \varphi-\vartheta_{1}\right)\right]\right. \\
& -\Theta(\pi+\varphi) \Theta\left(-\varphi-\frac{\pi}{2}\right)\left[\Theta\left(-\vartheta_{1}\right) \Theta\left(\vartheta_{1}-2 \varphi-\pi\right)+\Theta\left(\pi-\vartheta_{1}\right) \Theta\left(\vartheta_{1}-2 \varphi-2 \pi\right)\right] \\
& -\Theta(\varphi) \Theta\left(\frac{\pi}{2}-\varphi\right)\left[\Theta\left(\pi-\vartheta_{1}\right) \Theta\left(\vartheta_{1}-2 \varphi\right)+\Theta\left(-\vartheta_{1}\right) \Theta\left(\vartheta_{1}-2 \varphi+\pi\right)\right] \\
& \left.-\Theta\left(-\frac{\pi}{2}+\varphi\right) \Theta(\pi-\varphi)\left[\Theta\left(\vartheta_{1}\right) \Theta\left(2 \varphi-\pi-\vartheta_{1}\right)+\Theta\left(\vartheta_{1}+\pi\right) \Theta\left(2 \varphi-2 \pi-\vartheta_{1}\right)\right]\right\} \tag{2.11}
\end{align*}
$$

The "departure from analyticity" of the function $G$ is measured by its " $\bar{\partial}$ " derivative, whose expression is the following one:

$$
\begin{equation*}
\frac{\partial G}{\partial \bar{z}}=c(z, \bar{z})\left(1-(-1)^{n+m_{2}}\right) \omega_{1}^{n} \omega_{2}^{m} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
c(z, \bar{z})=(i / \pi) \operatorname{sgn}(\sin 2 \varphi)\left(\bar{z}^{2}+1\right)^{-1} \tag{2.13}
\end{equation*}
$$

Equation (2.12) can be either derived from (2.11) by means of the standard formula

$$
\begin{equation*}
\frac{\partial}{\partial \bar{z}}=\frac{1}{2 \bar{z}}\left[r \frac{\partial}{\partial r}+i \frac{\partial}{\partial \varphi}\right] \tag{2.14a}
\end{equation*}
$$

or, directly from (2.7), taking into account the distribution formula

$$
\begin{equation*}
\frac{\partial}{\partial \bar{z}}\left(\frac{1}{z-z_{0}}\right)=\pi \delta\left(z-z_{0}\right) \tag{2.14b}
\end{equation*}
$$

As in the continuum case, the existence of a connection formula between $\mu$ and its " $\bar{\partial}$ " derivative plays an essential role in the method. In our case, it has the following expression:

$$
\begin{align*}
\frac{\partial}{\partial \bar{z}} \mu & (n, m ; z) \\
& =\alpha(z) \mu(n, m ; \bar{z})+(-1)^{n+m} \beta(z) \mu(n, m ;-\bar{z}) \tag{2.15}
\end{align*}
$$

From its very definition, it turns out that $G$ enjoys the following symmetry properties:

$$
\begin{align*}
& G(n, m ; z)=-G(n, m ;-z)  \tag{2.9a}\\
& G(n, m ; z)=-(-1)^{n+m} G(n, m ; z),  \tag{2.9b}\\
& G(n, m ; \bar{z})=\omega_{1}^{-n} \omega_{2}^{-m} G(n, m ; z) \tag{2.9c}
\end{align*}
$$

where $\pm \omega_{1}, \pm \omega_{2}$, defined as

$$
\begin{align*}
& \omega_{1}=z / \bar{z}  \tag{2.10a}\\
& \omega_{2}=(\bar{z}+1 / 2) /(z+1 / z) \tag{2.10b}
\end{align*}
$$

are the simple pole singularities of $G$, as a function of $z_{1}$ and $z_{2}$ on the integration contours. As in the corresponding continuum linear problem (1.2), these singularities are integrable, and by performing the integration with respect to $z_{2}$, we get for $G$ the following expression, which clearly shows that $G$ is not an analytic function of $z=r \exp (i \varphi)$ [in Eq. (2.11), $\left.z_{1}=\exp \left(i \vartheta_{1}\right)\right]$,

The "spectral data" $\alpha(z), \beta(z)$ are related to the potentials through the formulas

$$
\begin{align*}
\alpha(z)= & c(z, \bar{z}) \sum_{n, m=-\infty}^{+\infty} \omega_{1}^{-n} \omega_{2}^{-m} \\
& \times[B(n, m) \mu(n, m ; z) \\
& \left.+z^{-1}(A(n, m)-1) \mu(n+1, m ; z)\right]  \tag{2.16a}\\
\beta(z)= & -c(z, \bar{z}) \sum_{n, m=-\infty}^{+\infty}(-1)^{n+m} \omega_{1}^{-n} \omega_{2}^{-m}  \tag{2.16b}\\
& \times[B(n, m) \mu(n, m ; z) \\
& \left.+z^{-1}(A(n, m)-1) \mu(n+1, m ; z)\right]
\end{align*}
$$

To prove formulas (2.15), (2.16) it is sufficient to perform the " $\bar{\partial}$ " derivative of the summation equation (2.6), taking into account Eq. (2.12) and the symmetry properties (2.9), and then to notice that the lhs and the rhs of (2.15) satisfy the same nonhomogeneous summation equation.

## III. THE INVERSE PROBLEM

The main tool for solving the inverse problem, namely for reconstructing the potentials $A(n, m)$ and $B(n, m)$ from the spectral data $\alpha(z)$ and $\beta(z)$, is provided by the generalized Cauchy formula

$$
\begin{equation*}
f(z)=\frac{1}{2 \pi i} \iint_{D} \frac{\partial f / \partial \bar{\zeta}}{\zeta-z} d \zeta \wedge d \bar{\zeta}+\frac{1}{2 \pi i} \oint_{\partial D} \frac{f(\zeta)}{\zeta-z} d \zeta \tag{3.1}
\end{equation*}
$$

where $D$ is a suitable domain in the $z$ plane and
$d \zeta \wedge d \bar{\zeta}=2 i d \zeta_{R} d \zeta_{I}\left(\zeta=\zeta_{R}+i \zeta_{I}=\rho \exp (i \chi)\right)$.
Identifying $f$ with $\mu$, choosing $D$ as the whole complex $z$ plane, and taking into account Eqs. (2.5) and (2.15), formula (3.1) yields the following linear integral equation for $\mu$ :

$$
\begin{equation*}
\mu(n, m ; z)=1+\frac{1}{2 \pi i} \iint_{D} d \zeta \wedge d \bar{\zeta} \frac{\left[\alpha(\zeta) \mu(n, m ; \bar{\zeta})+(-1)^{n+m} \beta(\zeta) \mu(n, m ;-\bar{\zeta})\right]}{\zeta-z} \tag{3.2}
\end{equation*}
$$

Once, through the solution of (3.2), $\mu$ is known in the whole complex $z$ plane, one can easily reconstruct the potentials through the formulas

$$
\begin{align*}
B(n, m)= & \mu^{(1)}(n, m+1)-\mu^{(1)}(n-1, m)  \tag{3.3a}\\
A(n, m)= & 1+\mu^{(2)}(n, m+1)-\mu^{(2)}(n-1, m) \\
& +\mu_{(n, m)}^{(1)}\left(\mu_{(n-1, m)}^{(1)}-\mu_{(n, m+1)}^{(1)}\right) \tag{3.3b}
\end{align*}
$$

where $\mu^{(1)}$ and $\mu^{(2)}$ are the leading terms in the asymptotic expansion of $\mu$ around infinity, namely

$$
\begin{align*}
& \mu^{(1)}(n, m)=\lim _{|z| \rightarrow \infty} z(\mu(n, m)-1)  \tag{3.4a}\\
& \mu^{(2)}(n, m)=\lim _{|z| \rightarrow \infty} z^{2}\left(\mu(n, m)-1-\left[\mu^{(1)}(n, m) / z\right]\right) \tag{3.4b}
\end{align*}
$$

In terms of the spectral data, they read

$$
\begin{align*}
\mu^{(1)}(n, m)= & -\frac{1}{2 \pi i} \iint_{D} d \zeta \wedge d \bar{\zeta}[\alpha(\zeta) \mu(n, m ; \bar{\zeta}) \\
& \left.+(-1)^{n+m} \beta(\zeta) \mu(n, m ;-\bar{\zeta})\right] \tag{3.5a}
\end{align*}
$$

$$
\begin{align*}
\mu^{(2)}(n, m)= & -\frac{1}{2 \pi i} \iint_{D} d \zeta \wedge d \bar{\zeta}\{\zeta[\alpha(\zeta) \mu(n, m ; \bar{\zeta}) \\
& \left.\left.+(-1)^{n+m} \beta(\zeta) \mu(n, m ;-\bar{\zeta})\right]\right\} \tag{3.5b}
\end{align*}
$$

## IV. SOME ASSOCIATED EVOLUTION EQUATIONS AND THE CORRESPONDING TIME EVOLUTION OF THE SPECTRAL DATA

The simplest nonlinear differential-difference equations solvable through our IST scheme arise as compatibility conditions between (2.1) and

$$
\begin{align*}
\psi_{t}(n, m)= & -z^{-1} \psi(n, m)+G^{(0)}(n, m) \psi(n+1, m) \\
G^{(0)}(n, m):= & \prod_{j=0}^{\infty} \frac{A(n-j, m+j)}{A(n-1-j, m+j)}  \tag{4.1a}\\
\psi_{t}(n, m)= & -z^{-2} \psi(n, m)-\frac{1}{2} G^{(1)}(n, m) \\
& \times[\psi(n, m)-2 \psi(n+1, m+1)]  \tag{4.1b}\\
G^{(1)}(n, m):= & \prod_{j=0}^{\infty} \frac{A(n-j, m+1+j)}{A(n-1-j, m+j)}
\end{align*}
$$

$$
\begin{align*}
G^{(2)}(n, m):= & \prod_{j=0}^{\infty} \frac{A(n-j, m+1+j)}{A(n-1-j, m+j)}-\frac{1}{4} \sum_{j=0}^{\infty}\left[A(n-1-j, m+2+j) G^{(3)}(n-2-j, m+j)\right.  \tag{4.1c}\\
& \left.-A(n-j, m+3+j) G^{(3)}(n-1-j, m+1+j)\right]\left[\prod_{s=0}^{\infty} \frac{A(n-j-s, m+2+j+s)}{A(n-1-j-s, m+1+j+s)}\right]^{-1}, \\
G^{(3)}(n, m):= & \prod_{j=0}^{\infty} \frac{A(n+1-j, m+3+j)}{A(n-j, m+j)} .
\end{align*}
$$

The corresponding evolution equations read

$$
\begin{align*}
A_{t}(n, m)= & B(n+1, m) G^{(0)}(n, m+1)-B(n, m) G^{(0)}(n, m), \\
B_{t}(n, m)= & G^{(0)}(n, m+1)-G^{(0)}(n-1, m),  \tag{4.2a}\\
A_{t}(n, m)= & -\frac{1}{2} A(n, m)\left[G^{(1)}(n-1, m)-G^{(1)}(n+1, m)\right], \\
B_{t}(n, m)= & 0,  \tag{4.2b}\\
A_{t}(n, m)= & -\frac{1}{2} A(n, m)\left[G^{(2)}(n-1, m)-G^{(2)}(n+1, m)\right. \\
& \left.+\frac{1}{2} A(n, m+2) G^{(3)}(n-1, m)-\frac{1}{2} A(n+2, m+2) G^{(3)}(n+1, m)\right],  \tag{4.2c}\\
B_{t}(n, m)= & 0 .
\end{align*}
$$

Equation (4.2a) is clearly a two-dimensional version of the Toda lattice, ${ }^{7}$ which is immediately recovered, by assuming that $A$ and $B$ do not depend on $m$.

Equation (4.2b) is in turn a two-dimensional version of the infinite Volterra system, ${ }^{8}$ and finally Eq. (4.2c) is a dif-ferential-difference analog of the KPII equation.

The evolution of the spectral data is derived from formulas (4.1) by letting $n, m \rightarrow \infty$ and comparing the " $\bar{\partial}$ " derivative of Eqs. (4.1) with the time derivative of (2.15). To perform this comparison one has to take into account that, as it can be seen from (2.6), for large $n$ and $m \mu$ goes to a constant value as $z$ approaches 0 .

The corresponding results are the following.
(i) For Eq. (2a)
$\alpha_{t}(z)=\left(z^{-1}-\bar{z}^{-1}\right) \alpha(z) ;$
$\beta_{t}(z)=-\left(z^{-1}+\bar{z}^{-1}\right) \beta(z)$.
(ii) For Eq. (2b)
$\alpha_{t}(z) / \alpha(z)=\beta_{t}(z) / \beta(z)=z^{-2}-\bar{z}^{-2}$.
(iii) For Eq. (2c)

$$
\begin{aligned}
\alpha_{t}(z) / \alpha(z)= & \beta_{t}(z) / \beta(z) \\
= & \frac{1}{8}\left[\left(\bar{z}+\bar{z}^{-1}\right)^{2}\left(1-\bar{z}^{-2}\right)\right. \\
& \left.-\left(z+z^{-1}\right)^{2}\left(1-z^{-2}\right)\right] .
\end{aligned}
$$

A more systematic investigation of the class of evolution equation associated with the linear problem (2.1) is contained in Ref. 9, where the bi-Hamiltonian structure of this class is explicitly derived.
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The eigenvalues and eigenvectors of the $n \times n$ unitary matrix of finite Fourier transform whose $j, k$ element is $(1 / \sqrt{n}) \exp [(2 \pi i / n) j k], i=\sqrt{-1}$, is determined. In doing so, a multitude of identities, some of which may be new, are encountered. A conjecture is advanced.

## I. INTRODUCTION

The problem of diagonalizing the $n \times n$ unitary matrix

$$
A_{j k}=(1 / \sqrt{n}) \exp [(2 \pi i / n) j k], \quad i=\sqrt{-1},
$$

arises in many contexts and has been studied extensively. ${ }^{1-3}$ The eigenvalues of $A$ were determined by Schur ${ }^{1}$ to compute the trace of $A$ or the quadratic Gauss sum. ${ }^{1,2}$ We present in Sec. II a simple argument to recover the eigenvalues from the trace.

In spite of the abundant literature ${ }^{3}$ concerning the eigenvectors of $A$, the situation is not equally satisfactory. We review briefly in Sec. III some known facts needed later. Section IV gives still another set of eigenvectors of $A$. This is the discrete analog of the continuum case where Hermite functions are their own Fourier transforms. One thus has an infinity of eigenvectors of $A$, only $n$ of which are linearly independent, resulting in many nontrivial identities between infinite series involving Hermite functions over discrete points.

A conjecture is advanced.

## II. EIGENVALUES OF A

To find the eigenvalues of $A$ we note that

$$
\begin{align*}
& \left(A^{2}\right)_{j k}= \\
& =\frac{1}{n} \sum_{i=0}^{n-1} \exp \left(\frac{2 \pi i}{n} l(j+k)\right)  \tag{2.1}\\
&  \tag{2.2}\\
& = \begin{cases}1, & \text { if } j+k=0 \bmod n \\
0, & \text { otherwise },\end{cases} \\
& A^{3}=A^{*}, \quad A^{4}=1, \quad A^{4+j}=A^{j}, \quad j=1,2, \ldots,
\end{align*}
$$

so that

$$
\begin{align*}
& \operatorname{tr} A^{4 j+2}=\frac{1}{2}\left(3+(-1)^{n}\right), \quad j=0,1,2, \ldots  \tag{2.3}\\
& \operatorname{tr} A^{4 j+3}=\operatorname{tr} A^{*}, \quad j=0,1,2, \ldots \tag{2.4}
\end{align*}
$$

and according to Gauss (see Ref. 1),

$$
\begin{equation*}
\operatorname{tr} A=\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} \exp \left(\frac{2 \pi i}{n} j^{2}\right)=\frac{1}{2}(1+i)\left\{1+(-i)^{n}\right\} \tag{2.5}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\operatorname{tr} A^{s}=1+\sum_{k=2}^{n}(-i)^{k s} \tag{2.6}
\end{equation*}
$$

Equation (2.6) is true for any integer $s$, but we need it only for $s=1,2, \ldots, n$ to conclude that the eigenvalues of $A$ are

[^4]\[

$$
\begin{equation*}
1,(-i)^{2},(-i)^{3}, \ldots,(-i)^{n} \tag{2.7}
\end{equation*}
$$

\]

Hence the multiplicities of the eigenvalues $1,-1, i$, and $-i$ are, respectively, $[(n+4) / 4],[(n+2) / 4],[(n+1) / 4]$, and $[(n-1) / 4]$, where $[x]$ is the largest integer not greater than $\boldsymbol{x}$.

## III. EIGENVECTORS OF A

Let us write

$$
\begin{equation*}
A=\sum_{j=1}^{4} i^{j} B(j)=i B(1)-B(2)-i B(3)+B(4) \tag{3.1}
\end{equation*}
$$

where
$B(1)=\frac{1}{2} S+\frac{1}{4}\left(I-I^{\prime}\right), \quad B(2)=\frac{1}{2} C+\frac{1}{4}\left(I+I^{\prime}\right)$,
$B(3)=-\frac{1}{2} S+\frac{1}{4}\left(I-I^{\prime}\right), \quad B(4)=\frac{1}{2} C+\frac{1}{4}\left(I+I^{\prime}\right)$,
$C_{j k}=(1 / \sqrt{n}) \cos [(2 \pi / n) j k]$,
$S_{j k}=(1 / \sqrt{n}) \sin [(2 \pi / n) j k]$,
$I_{j k}=\delta_{j, k}, \quad I_{j k}^{\prime}=\delta_{j,-k}$.
The Kronecker symbol $\delta_{j,-k}$ stands for 1 or 0 according to whether $j=-k \bmod n$ or $j \neq-k \bmod n$.

It is straightforward to verify that

$$
\begin{equation*}
C^{3}=C, \quad S^{3}=S \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
B(j) B(k)=B(j) \delta_{j, k}, \quad j, k=1,2,3,4 . \tag{3.6}
\end{equation*}
$$

Thus (3.1) is the decomposition of $A$ into its principal idempotents ${ }^{4}$ (projectors) and

$$
\begin{equation*}
A B(j)=i^{j} B(j) \tag{3.7}
\end{equation*}
$$

so that the nonzero columns of $B(j)$ are the eigenvectors of $A$ with the eigenvalue $i^{j}$.

The eigenvalues of $C$ or $S$ are $\pm 1$ or 0 [Eq. (3.5)] and those of $B(j)$, any $j$, are 1 or 0 [Eq. (3.6)]. Denoting by $m(\lambda, M)$ the multiplicity of the eigenvalue $\lambda$ of the matrix $M$, one has

$$
\begin{align*}
& m(1, C)=m(1, B(4))=m(1, A)=[(n+4) / 4]  \tag{3.8}\\
& m(-1, C)=m(1, B(2))=m(-1, A)=[(n+2) / 4]  \tag{3.9}\\
& m(1, S)=m(1, B(1))=m(i, A)=[(n+1) / 4]  \tag{3.10}\\
& m(-1, S)=m(1, B(3))=m(-i, A)=[(n-1) / 4] \tag{3.11}
\end{align*}
$$

The number of linearly independent column vectors of any matrix is the number of its nonzero eigenvalues; in particular that of $B(j)$ is $m(1, B(j)), j=1,2,3,4$, and its value is given above in each case.

To orthogonalize the columns of $B(j)$ we note the following simple facts. If a real symmetric matrix $B$ satisfies $B^{2}=B$, then the eigenvalues of $B$ are 1 or $0 ; B$ is positive semidefinite; its diagonal elements lie between 0 and 1, i.e., $0 \leqslant B_{i j} \leqslant 1$; its trace, an integer, is the number of its linearly independent columns (or rows); if $B_{j j}=0$ or 1 , then $B_{j k}=0$ for $j \neq k$. Moreover, if $B_{11} \neq 0$, then adding to the $k$ th column, for $k=2,3, \ldots, n$, a constant multiple (depending on $k$ ) of the first column we can replace its $(1, k)$ element by zero. Thus

$$
B \rightarrow\left[\begin{array}{cc}
B_{11} & 0  \tag{3.12}\\
B_{j 1} & B^{\prime}
\end{array}\right]
$$

where for $j, k=2,3, \ldots, n$, we have

$$
\begin{equation*}
B_{j k}^{\prime}=B_{j k}-B_{1 j} B_{1 k} / B_{11} . \tag{3.13}
\end{equation*}
$$

Using the relation

$$
\begin{equation*}
\sum_{j=1}^{n} B_{j k} B_{j l}=B_{k l} \tag{3.14}
\end{equation*}
$$

one easily verifies the following facts: (i) $B^{\prime}$ is real symmetric; (ii) $B^{\prime 2}=B^{\prime}$; (iii) $\operatorname{tr} B^{\prime}=\operatorname{tr} B-1$; and (iv) the first column of $B$ is orthogonal to any column of $B^{\prime}$, i.e.,

$$
\begin{equation*}
\sum_{j=2}^{n} B_{j 1} B_{j k}^{\prime}=0, \quad k=2,3, \ldots, n \tag{3.15}
\end{equation*}
$$

Since $B^{\prime}$ has the same properties as $B$, we can repeat the process with any nonzero diagonal element of $B^{\prime}$. At each repetition we separate one more nonzero column, orthogonal to the earlier ones, and decrease the trace by unity. Ultimately we will be left with a zero matrix.

To summarize, the set of eigenvectors of $A$ for the eigenvalue $i^{j}$ is the set of $m(1, B(j))$ linearly independent columns of $B(j)$, which can be orthogonalized by a simple recursive procedure.

## IV. EIGENVECTORS OF A; ANOTHER APPROACH

Let

$$
\begin{align*}
F_{j k} \equiv F_{j k}(n)= & \sum_{p=-\infty}^{\infty} e^{-(\pi / n)(p n+j)^{2}} \\
& \times H_{k}\left(\sqrt{\frac{2 \pi}{n}}(p n+j)\right), \tag{4.1}
\end{align*}
$$

where

$$
\begin{align*}
H_{k}(x) & =e^{x^{2}}\left(-\frac{d}{d x}\right)^{n} e^{-x^{2}} \\
& =\sum_{m=0}^{[n / 2]} \frac{n!(-1)^{m}}{m!(n-2 m)!}(2 x)^{n-2 m} \tag{4.2}
\end{align*}
$$

is the $k$ th Hermite polynomial. We will show that

$$
\begin{equation*}
\sum_{l=1}^{n} A_{j l} F_{l k}=i^{k} F_{j k} \tag{4.3}
\end{equation*}
$$

i.e., a nonzero $F_{j k}$ is an eigenvector of $A$ with the eigenvalue $i^{k}$.

Since $F_{j k}$ considered as a function of $j$ is periodic with period $n$, we have the Fourier expansion

$$
F_{j k}=\sum_{l=-\infty}^{\infty} a_{l k} \exp \left(\frac{2 \pi i}{n} l j\right)
$$

with

$$
\begin{aligned}
a_{l k}= & \frac{1}{n} \int_{0}^{n} e^{-(2 \pi i / n) l x} \sum_{p=-\infty}^{\infty} e^{-(\pi / n)(p n+x)^{2}} \\
& \times H_{k}\left(\sqrt{\frac{2 \pi}{n}}(p n+x)\right) d x
\end{aligned}
$$

Introducing the variable $y=\sqrt{2 \pi / n}(p n+x)$ and noting that $\exp (2 \pi i l p)=1$,one obtains

$$
\begin{aligned}
a_{l k}= & \frac{1}{\sqrt{2 \pi n}} \sum_{p=-\infty}^{\infty} \int_{p \sqrt{2 \pi n}}^{(p+1) \sqrt{2 \pi n}} \exp \left(-\frac{1}{2} y^{2}\right. \\
& \left.-i l y \sqrt{\frac{2 \pi}{n}}\right) H_{k}(y) d y \\
= & \frac{1}{\sqrt{n}} \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left(-\frac{1}{2} y^{2}\right) \\
& \times H_{k}(y) \exp \left(-i l y \sqrt{\frac{2 \pi}{n}}\right) d y \\
= & \frac{1}{\sqrt{n}}(-i)^{k} \exp \left(-\frac{\pi}{n} l^{2}\right) H_{k}\left(\sqrt{\frac{2 \pi}{n}} l\right) .
\end{aligned}
$$

In the last step we used the fact that $\exp \left(-\frac{1}{2} x^{2}\right) H_{k}(x)$ is its own Fourier transform. (See, for example, Ref. 5). Thus

$$
\begin{align*}
F_{j k}= & (-i)^{k} \frac{1}{\sqrt{n}} \sum_{l=-\infty}^{\infty} e^{-(\pi / n) l^{2}+(2 \pi i / n)!} H_{k}\left(\sqrt{\frac{2 \pi}{n}} l\right) \\
= & (-i)^{k} \frac{1}{\sqrt{n}} \sum_{l=1}^{n} e^{(2 \pi i / n) l j} \sum_{p=-\infty}^{\infty} e^{-(\pi / n)(p n+l)^{2}} \\
& \times H_{k}\left(\sqrt{\frac{2 \pi}{n}}(p n+l)\right), \tag{4.4}
\end{align*}
$$

which is Eq. (4.3).
From (4.3) and the symmetry of $A$ we deduce by the usual argument that

$$
\begin{equation*}
\sum_{j=1}^{n} F_{j k} F_{j l}=0, \quad \text { if } i^{k} \neq i^{i} \tag{4.5}
\end{equation*}
$$

i.e., if $k \neq l \bmod 4$. Eigenvectors corresponding to distinct eigenvalues are orthogonal.

Now Eq. (4.3) is valid for any $k \geqslant 0$, while the eigenvalues of $A$ are finite in number, namely $1,(-i)^{k}, k=2,3, \ldots, n$. Thus we have to choose $n$ values of $k$ such that $F_{j k}$ are linearly independent, and if possible express the other $F_{j k}$ in terms of them. When $n$ is even, the $F_{j k}$ are linearly dependent for $k=0,1,2, \ldots, n-1$, as we will see below. Therefore we make the following conjecture.

Conjecture 4.1: The $F_{j k}$ are linearly independent for the following values of $k$ :

$$
\begin{equation*}
k=0,1,2, \ldots, n-1, \text { if } n \text { is odd } \tag{4.6}
\end{equation*}
$$

and
$k=0,1,2, \ldots, n-2, n, \quad$ if $n$ is even.

To make sure of the linear independence of the $F_{j k}$, one should show that their determinant $\operatorname{det}\left[F_{j k}\right]$, $j=0,1, \ldots, n-1, k=0,1, \ldots, n-2,2[n / 2$ ], is nonzero. Replacing $p$ by $-p-1$ in Eq. (4.1) one sees that

$$
\begin{equation*}
F_{j k}=(-)^{k} F_{n-j, k} \tag{4.7}
\end{equation*}
$$

Hence for $k$ odd $F_{0 k}=0$ and, in case $n$ is even, $F_{n / 2, k}=0$. In the determinant [ $F_{j k}$ ] add row $n-j$ to row $j$ and then subtract $\frac{1}{2} \times$ row $j$ from row $n-j$ for $j=1,2, \ldots,[(n-1) / 2]$. This factorizes $\operatorname{det}\left[F_{j k}\right]$ into two determinants, one with $k$ even and the other with $k$ odd.

Thus apart from a nonzero constant, $\operatorname{det}\left[F_{j k}\right]$ is the product of

$$
\begin{aligned}
D_{1}= & \operatorname{det}\left[\sum_{P} \exp \left(-\frac{\pi}{n} p^{2}\right)\right. \\
& \left.\times H_{2 k}\left(\sqrt{\frac{2 \pi}{n}} p\right) \cos \left(\frac{2 \pi}{n} j p\right)\right]_{j, k=0,1, \ldots,[(1 / 2) n]}
\end{aligned}
$$

and

$$
\begin{aligned}
D_{2}= & \operatorname{det}\left[\sum_{P} \exp \left(-\frac{\pi}{n} p^{2}\right) H_{2 k-1}\left(\sqrt{\frac{2 \pi}{n}} p\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{n} j p\right)\right]_{j, k=1,2, \ldots,[(1 / 2)(n-1)]}
\end{aligned}
$$

Had we taken vectors $F_{j k}$ with $k=0,1, \ldots, n-1$ when $n$ is even, the row and column corresponding to $j=n / 2, k=n / 2$ would appear not in $D_{1}$ but in $D_{2}$. However, $\sin [(2 \pi / n)(n /$ 2) $p]=0$, and hence $D_{2}$ as well as $\operatorname{det}\left[F_{j k}\right]$ would have been zero.

As $H_{k}(x)$ is a polynomial in $x$ of degree $k$ and parity $(-1)^{k}$ and as $H_{k-2}, H_{k-4}, \ldots$ occur in other columns, by adding appropriate multiples of these to the $k$ th one, we may replace $H_{k}$ in the above equations by any polynomial of the same degree and parity. In particular, we may replace $H_{k}(x)$ by $x^{k}$ :

$$
\begin{aligned}
& D_{1}=\text { const } \operatorname{det}\left[f_{k}((2 \pi / n) j)\right]_{j, k=0,1, \ldots,[n / 2]} \\
& D_{2}=\mathrm{const} \operatorname{det}\left[g_{k}((2 \pi / n) j)\right]_{j, k=1,2, \ldots,[(n-1) / 2]}
\end{aligned}
$$

where

$$
f_{k}(x)=\sum_{p=-\infty}^{\infty} \exp \left(-\frac{\pi}{n} p^{2}\right) p^{2 k} \cos p x
$$

and

$$
g_{k}(x)=\sum_{p=-\infty}^{\infty} \exp \left(-\frac{\pi}{n} p^{2}\right) p^{2 k-1} \sin p x
$$

Let us recall here the definition of a Chebyshev set. ${ }^{6} \mathrm{~A}$ set of $m$ functions $\left\{\varphi_{1}(x), \ldots, \varphi_{m}(x)\right\}$ is a Chebyshev set on [ $\alpha, \beta$ ] if and only if for any $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$, not all zero, $\sum_{j=1}^{m} a_{j} \varphi_{j}\{x\}$ has at most $m-1$ zeros in $[\alpha, \beta]$.

Now, $\operatorname{det}\left[\varphi_{j}\left(x_{k}\right)\right], j, k=1,2, \ldots, m$, considered as a function of $x_{1}$, say, is a linear combination of $\varphi_{1}\left(x_{1}\right), \ldots, \varphi_{m}\left(x_{1}\right)$, and is zero if $x_{1}$ is equal to any of the $m-1$ numbers $x_{2}, \ldots, x_{m}$. Thus det $\left[\varphi_{j}\left(x_{k}\right)\right], j, k=1, \ldots, m$, is not zero for $\alpha \leqslant x_{1}<x_{2}<\cdots<x_{m}<\beta$ if $\varphi_{1}(x), \ldots, \varphi_{m}(x)$ is a Chebyshev set on $[\alpha, \beta]$. Hence Conjecture 4.1 that $D_{1}$ and $D_{2}$ are nonzero is a consequence of the following conjectures.

Conjecture 4.2: For $n \geqslant 1,\left\{f_{0}(x), f_{1}(x), \ldots, f_{[n / 2]}(x)\right\}$ is a Chebyshev set on $0 \leqslant x \leqslant \pi$.

Conjecture 4.3: For $n>3$,

$$
\left\{g_{1}(x), g_{2}(x), \ldots, g_{\{(n-1) / 2]}(x)\right\}
$$

is a Chebyshev set on $0<x<\pi$.
For small values of $n$, say $\leqslant 4$, it is not difficult to convince oneself that these conjectures are true. Since fast decreasing exponentials are present, terms beyond a certain value of $p$ do not matter, and $f_{k}(x)$ and $g_{k}(x)$ contain only a finite number of effective terms. The question is how many? Intuitively about $n / 2$, but this remains to be proved.

## V. SOME IDENTITIES

In spite of, or maybe because of, the analogy with the continuum case, this approach is unsatisfactory. Eigenvectors come in a semi-infinite sequence and their hidden periodicity, if any, is difficult to discover. We do have the bilateral symmetry and periodicity in the components of each vector,

$$
\begin{equation*}
F_{j, k}=(-1)^{k} F_{n-j, k}=F_{j+n, k} \tag{5.1}
\end{equation*}
$$

and numerical evidence is against a relation like

$$
F_{j, k+4 m}=\lambda_{k} F_{j, k}
$$

What one needs is a choice of $n$ indices $k_{1}, k_{2}, \ldots, k_{n}$ such that the $F_{j k}$ are linearly independent for these indices and to express any other $F_{j k}$ as a linear combination of these.

Lacking this we may still deduce a few identities, some of which may be new. One of them, Eq. (4.5), may be written as

$$
\begin{align*}
& \sum_{p, q} \exp \left(-\frac{\pi}{n}\left(p^{2}+(q n+p)^{2}\right)\right) H_{k}\left(\sqrt{\frac{2 \pi}{n}} p\right) \\
& \quad \times H_{l}\left(\sqrt{\frac{2 \pi}{n}}(q n+p)\right)=0 \tag{5.2}
\end{align*}
$$

if $k \neq l \bmod 4$. Here and below, sums over $p, q, \ldots$ are taken from $-\infty$ to $\infty$, unless explicitly stated otherwise. Equation (5.2) is nontrivial for $k+l$ even. A comparison of Eqs. (4.1) and (4.4) gives

$$
\begin{align*}
& \sum_{p} e^{-(\pi / n) p^{2}} H_{k}\left(\sqrt{\frac{2 \pi}{n}} p\right) e^{(2 \pi i / n) j p} \\
&=i^{k} \sqrt{n} \sum_{p} e^{-(\pi / n)(n \rho+j)^{2}} H_{k}\left(\sqrt{\frac{2 \pi}{n}}(p n+j)\right) \tag{5.3}
\end{align*}
$$

For example, with $n=2$, we have

$$
\begin{align*}
\sum_{p}( & -1)^{P} e^{-(\pi / 2) p^{2}} H_{2 k}(\sqrt{\pi} p) \\
& =(-1)^{k} \sqrt{2} \sum_{p} e^{-(\pi / 2)(2 p+1)^{2}} H_{2 k}(\sqrt{\pi}(2 p+1)) \tag{5.4}
\end{align*}
$$

Observing that for $l=4$ or 2 ,

$$
\begin{equation*}
\sum_{j=0}^{n-1} B_{j k}(l)=\frac{1}{2}(1 \pm \sqrt{n})= \pm \sqrt{n} B_{0 k}(l) \tag{5.5}
\end{equation*}
$$

we deduce that for $k=0$ or $2 \bmod 4$,

$$
\sum_{j=0}^{n-1} F_{j, k}= \pm \sqrt{n} F_{0, k}
$$

i.e.,

$$
\begin{align*}
\sum_{p} & \exp \left(-\frac{\pi}{n} p^{2}\right) H_{2 k}\left(\sqrt{\frac{2 \pi}{n}} p\right) \\
& =(-1)^{k} \sqrt{n} \sum_{p} \exp \left(-\pi n p^{2}\right) H_{2 k}(\sqrt{2 \pi n} p) \tag{5.6}
\end{align*}
$$

For $n=3$ or $4, i^{3}$ is not an eigenvalue of $A$, implying that $F_{j, 4 k+3} \equiv 0$ for $n=3$ or 4 , i.e.,
$\sum_{p} \exp \left(-\frac{\pi}{3}(3 p+1)^{2}\right) H_{4 k+3}\left(\sqrt{\frac{2 \pi}{3}}(3 p+1)\right)=0$
and

$$
\begin{align*}
\sum_{p} & \exp \left(-\frac{\pi}{4}(2 p+1)^{2}\right)(-1)^{p} \\
& \times H_{4 k+3}\left(\sqrt{\frac{\pi}{2}}(2 p+1)\right)=0 \tag{5.8}
\end{align*}
$$

For $n=4$ or 5 , the eigenvalue -1 is nondegenerate, implying that $F_{0,4 k+2}=(1-\sqrt{n}) F_{j, 4 k+2}, 0<j<n, n=4,5$, i.e.,

$$
\begin{align*}
\sum_{p} \exp \left(-\frac{\pi}{4}(4 p+1)^{2}\right) H_{4 k+2}\left(\sqrt{\frac{\pi}{2}}(4 p+1)\right) \\
\quad=\sum_{p} \exp \left(-\pi(2 p+1)^{2}\right) H_{4 k+2}(\sqrt{2 \pi}(2 p+1)) \\
\quad=-\sum_{p} \exp \left(-4 \pi p^{2}\right) H_{4 k+2}(\sqrt{8 \pi} p) \tag{5.9}
\end{align*}
$$

and

$$
\begin{align*}
\sum_{p} & \exp \left(-\frac{\pi}{5}(5 p+1)^{2}\right) H_{4 k+2}\left(\sqrt{\frac{2 \pi}{5}}(5 p+1)\right) \\
& =\sum_{p} \exp \left(-\frac{\pi}{5}(5 p+2)^{2}\right) H_{4 k+2}\left(\sqrt{\frac{2 \pi}{5}}(5 p+2)\right) \\
& =(1-\sqrt{5}) \sum_{p} \exp \left(-5 \pi p^{2}\right) H_{4 k+2}(\sqrt{10 \pi} p) \tag{5.10}
\end{align*}
$$

Equations (5.9) and (5.10) are a little stronger than (5.6). For $n=5,6,7$, or 8 , the eigenvalue $-i$ is nondegenerate, implying that for these values of $n$,

$$
\begin{aligned}
& F_{1,4 k+3}: F_{2,4 k+3}: F_{3,4 k+3} \\
& \quad=\left(\sin \frac{2 \pi}{n}-\frac{1}{2} \sqrt{n}\right): \sin \frac{4 \pi}{n}: \sin \frac{6 \pi}{n}
\end{aligned}
$$

i.e.,

$$
\begin{align*}
& \sin \frac{\pi}{5} \sum_{p} \exp \left(-\frac{\pi}{5}(5 p+1)^{2}\right) H_{4 k+3}\left(\sqrt{\frac{2 \pi}{5}}(5 p+1)\right) \\
&=\left(\sin \frac{2 \pi}{5}-\frac{\sqrt{5}}{2}\right) \sum_{p} \exp \left(-\frac{\pi}{5}(5 p+2)^{2}\right) \\
& \times H_{4 k+3}\left(\sqrt{\frac{2 \pi}{5}}(5 p+2)\right) \tag{5.11}
\end{align*}
$$

$$
\begin{align*}
& \sum_{p} \exp \left(-\frac{\pi}{6}(6 p+1)^{2}\right) H_{4 k+3}\left(\sqrt{\frac{\pi}{3}}(6 p+1)\right) \\
&=(1-\sqrt{2}) \sum_{p} \exp \left(-\frac{2}{3} \pi(3 p+1)^{2}\right) \\
& \times H_{4 k+3}\left(\sqrt{\frac{4 \pi}{3}}(3 p+1)\right)  \tag{5.12}\\
&\left(\sin \frac{2 \pi}{7}-\frac{\sqrt{7}}{2}\right)^{-1} \sum_{p} \exp \left(-\frac{\pi}{7}(7 p+1)^{2}\right) \\
& \times H_{4 k+3}\left(\sqrt{\frac{2 \pi}{7}}(7 p+1)\right) \\
&=\left(\sin \frac{4 \pi}{7}\right)^{-1} \sum_{p} \exp \left(-\frac{\pi}{7}(7 p+2)^{2}\right) \\
& \times H_{4 k+3}\left(\sqrt{\frac{2 \pi}{7}}(7 p+2)\right) \\
&=\left(\sin \frac{6 \pi}{7}\right)^{-1} \sum_{p} \exp \left(-\frac{\pi}{7}(7 p+3)^{2}\right) \\
& \times H_{4 k+3}\left(\sqrt{\frac{2 \pi}{7}}(7 p+3)\right) \tag{5.13}
\end{align*}
$$

and a similar equation replacing 7 by 8 .
For any $n$ the multiplicity of the eigenvalue 1 is $[(n+4) / 4]$. Therefore an $l \times l$ determinant $\left[F_{j, 4 k}\right]$ with $j=0,1, \ldots, l-1$ and $k$ taking $l$ different values, is zero for $l>[(n+4) / 4]$. Similar statements can be made concerning $\operatorname{det}\left[F_{j, 4 k+1}\right], \operatorname{det}\left[F_{j, 4 k+2}\right]$, and $\operatorname{det}\left[F_{j, 4 k+3}\right]$. They will vanish as soon as their size becomes larger than $[(n+1) /$ 4], $[(n+2) / 4]$, and $[(n-1) / 4]$, respectively.

Equation (5.6) for $n=1$ seems to be equivalent to
$\sum_{p} e^{-\pi p^{2}} H_{2 k}(\sqrt{\pi} p)=(-1)^{k} \sum_{p}(2 \sqrt{\pi} p)^{2 k} e^{-\pi p^{2}}$
of Grosjean ${ }^{7}$ or to an identity of Schempp ${ }^{7}$ involving Laguerre polynomials.

Many of the relations satisfied by oscillator wave functions have discrete analogs as identities. For this, one does the following replacements:

$$
\begin{aligned}
& \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d y \rightarrow \frac{1}{\sqrt{n}} \sum_{l=1}^{n}, y \rightarrow \sqrt{\frac{2 \pi}{n}}(p n+l) \\
& x \rightarrow \sqrt{\frac{2 \pi}{n}}(p n+j)
\end{aligned}
$$

and adds a summation over $p$. For example,

$$
\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d y e^{i x y} e^{-(1 / 2) y^{2}} H_{k}(y)=i^{k} e^{-(1 / 2) x^{2}} H_{k}(x)
$$

becomes the eigenvalue equation (4.3);

$$
\begin{aligned}
& \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d y\left(2 k+1-y^{2}\right) e^{-(1 / 2) y^{2}} H_{k}(y) e^{i x y} \\
& \quad=i^{k} x^{2} e^{-(1 / 2) x^{2}} H_{k}(x)
\end{aligned}
$$

becomes, after some simplification,

$$
\begin{aligned}
\frac{1}{\sqrt{n}} & \sum_{p}\left(2 k+1-\frac{2 \pi}{n} p^{2}\right) e^{-(\pi / n) p^{2}} H_{k}\left(\sqrt{\frac{2 \pi}{n}} p\right) e^{i(2 \pi / n) p j} \\
= & i^{k} \sum_{p} \frac{2 \pi}{n}(p n+j)^{2} e^{-(\pi / n)(p n+j)^{2}} \\
& \times H_{k}\left(\sqrt{\frac{2 \pi}{n}}(p n+j)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} d y\left\{2 y H_{k}(y)-H_{k+1}(y)\right\} e^{-(1 / 2) y^{2}} e^{i x y} \\
& \quad=2 k \cdot i^{k-1} e^{-(1 / 2) x^{2}} H_{k-1}(x)
\end{aligned}
$$

becomes

$$
\begin{aligned}
& \frac{1}{\sqrt{n}} \sum_{p}\left\{2 \sqrt{\frac{2 \pi}{n}} p H_{k}\left(\sqrt{\frac{2 \pi}{n}} p\right)\right. \\
&\left.-H_{k+1}\left(\sqrt{\frac{2 \pi}{n}} p\right)\right\} e^{-(\pi / n))^{2}} e^{2(2 \pi / n) p j} \\
&=2 k \cdot i^{k-1} \sum_{p} e^{-(\pi / n)(p n+j)^{2}} H_{k-1}\left(\sqrt{\frac{2 \pi}{n}}(p n+j)\right) .
\end{aligned}
$$

To prove these relations, one observes that the right-hand sides considered as functions of $j$ are periodic with period $n$ and proceeds by expanding them in a Fourier series as at the beginning of Sec. IV.
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The foundations of a variational calculus on fibered supermanifolds are outlined, giving applications to the formulation of superspace field theories. Utiyama theorems and conservation laws related to local gauge and general invariance of the theory are proved.

## I. INTRODUCTION

In view of the extensive use of superspace techniques made by physicists in the study of supersymmetric field theories, it is rather natural to wonder whether these techniques can be given a sound mathematical foundation in terms of a variational calculus on supermanifolds. This allows extending to superspace field theories typical features of ordinary Lagrangian theories, such as conservation laws, Utiyama theorem, etc.

As far as the definition of the action functional is concerned, one is faced with two major possibilities.
(i) One is to regard the action as an integral over a region of the supermanifold $M$. This approach should be viable since people working in supermanifold theory have recently succeeded in formulating a satisfactory theory of integration on supermanifolds. ${ }^{1-4}$
(ii) The other is to integrate on suitable local slices of $M$, which play the role of open sets in space-time $M_{0}$.

In this paper we follow the second approach. The main motivations for this choice are the following.
(i) Integrating on open sets in space-time allows a simple generalization of most of the concepts used in the variational calculus on ordinary fibered manifolds. ${ }^{5,6}$
(ii) In the group manifold approach ${ }^{7,8}$ the action is constructed in a way that is easily recognized to be a particular case of our procedure for building up the action; as a consequence, the results obtained there are easily comparable with ours.

## II. JET BUNDLES ON SUPERMANIFOLDS

Rather obviously, a field theory on a supermanifold $M$ must contain, among its field variables, such objects as a connection form on a principal super fiber bundle $P$ over $M$ and the coframe field, perhaps in addition to matter or auxiliary fields. This entails that some of the field variables are differential one-forms. However, assuming that all the fields are zero-forms (functions) simplifies greatly the explicit writing of many equations, so that in this section we stick to that choice. Later on, we shall freely use generalizations of the equations given in this section which contain one-form fields.

In the language of variational calculus on fibered manifolds, the above assumption means that the fields are sections of a supervector bundle $\pi: E \rightarrow M,{ }^{9}$ whose standard fiber is a supervector space $F .^{10}$ In this paper we shall use Rogers' definition of supermanifold ${ }^{11}$ as developed by Jadczyk and Pilch. ${ }^{10}$ So, if $Q=Q_{0} \oplus Q_{1}$ is a Banach-Grassmann
algebra and $Q^{m, n}$ is the graded Banach $Q_{0}$-module $\left(Q_{0}\right)^{m}$ $\times\left(Q_{1}\right)^{n}$, we say that $M$ is an ( $m, n$ )-dimensional supermanifold if it is a Banach manifold ${ }^{12}$ locally modeled on $Q^{m, n}$ by means of an atlas whose transition functions are supersmooth. A function $f: U \subset Q^{m, n} \rightarrow Q^{p, q}$ is said to be supersmooth if it is $C^{k}(k \geqslant 1)$ in the sense of Frechet ${ }^{13}$ and its first Fréchet differential is a $Q_{0}$-linear map $D f: Q^{m, n} \rightarrow Q^{p, q}$. Basic references for supermanifold theory are Refs. 10,11, and 14 24.

Since we do not intend to build up a merely formal variational calculus, but rather to use the differential calculus on Banach spaces to define the action functional and discuss its extremization, we need to introduce suitable Banach spaces of fields. To this end we shall need the following lemma. ${ }^{25}$

Lemma 2.1: Let $U$ be an open set in $Q^{m, n}$, and $E^{k}(U)$ the ring of $C^{k}$ and supersmooth functions $f: U \rightarrow Q_{0}$ whose first $k$ Fréchet differentials are bounded on $U$. Provided that $k \neq \infty, \omega, E^{k}(U)$ is a Banach space under the norm

$$
\|f\|=\sum_{i=0, k} \sup _{x \in U}\left\|D^{i} f(x)\right\|,
$$

where $D^{i}$ is the $i$ th Fréchet differential and the norms in the right-hand side (rhs) are taken in $L\left(\otimes^{i} Q^{m, n}, Q_{0}\right)$.

Let us now define $j E$, the bundle of first jets of sections $s$ of $E$. Let $U$ be an open set in $M$, with coordinates $\left\{x^{A}\right.$, $A=1, \ldots, m+n\}$, and let $\left\{\left(x^{4}, z^{r}\right), r=1, \ldots, \operatorname{dim} \mathbf{F}\right\}$ be fibered coordinates in $\pi^{-1}(U)$. Given two sections $s_{1}, s_{2} \in \Gamma E$ (in the following, $\Gamma B$ will denote the space of local cross sections of any bundle $B$ ), we say that $s_{1} \approx s_{2}$ in $x \in M$ if $s_{1}(x)$ $=s_{2}(x)$ and $s_{1^{*}}(x)=s_{2^{*}}(x)$. The set $j E:=E / \approx$ is a supervector bundle $j \pi: j E \rightarrow M$; in $j \pi^{-1}(U)$ we can put fibered coordinates $\left\{x^{A}, z^{r}, Z_{A}{ }^{r}\right\}$ such that $Z_{A}{ }^{r}=\partial z^{r} / \partial x^{A}$ on any section of $E$. Given $s \in \Gamma E$, the couple $j s=\left(s, s_{*}\right)$ is a section of $j E$ called the $j e t$ extension of $s$.

A couple of mappings $\mu: E \rightarrow E, \beta: M \rightarrow M$ is said to be an automorphism of $E$ if it is a $C^{k}$ automorphism of $E$ as a vector bundle, and $\mu$ and $\beta$ are supersmooth. In analogy with ordinary differential geometry, ${ }^{5}$ it is easily proved that, for any automorphism $(\mu, \beta)$ of $E$, there exists a unique automorphism $(j \mu, \beta)$ of $j E$ such that $j \mu \cdot j s \cdot \beta^{-1}=j\left(\mu \cdot s \cdot \beta^{-1}\right)$ $\forall s \in \Gamma E$. If $\left\{\left(\mu_{t}, \beta_{t}\right), t \in R\right\}$ is a group of local automorphisms of $E$, and $X \in \Gamma T E$ its generator, the generator $j X \in \Gamma(T j E)$ of $\left\{\left(j \mu_{t}, \beta_{t}\right)\right\}$ is called the jet extension of $X$.

Lemma 2.2: If, in local fibered coordinates,

$$
x=b^{A} \frac{\partial}{\partial x^{4}}+h^{r} \frac{\partial}{\partial z^{r}},
$$

then

$$
j X=b^{A} \frac{\partial}{\partial x^{A}}+h^{r} \frac{\partial}{\partial z^{r}}+\left[\frac{d h^{r}}{d x^{A}}-Z_{B}^{r} \frac{\partial b^{B}}{\partial x^{A}}\right] \frac{\partial}{\partial Z_{A}{ }^{r}}
$$

where the "total derivative" $d / d x^{4}$ maps functions on $E$ into functions on $j E$ and is defined as

$$
\frac{d}{d x^{A}}=\frac{\partial}{\partial x^{A}}+Z_{A}^{\prime} \frac{\partial}{\partial z^{\prime}} .
$$

## III. ACTION FUNCTIONAL AND FIELD EQUATIONS

According to our discussion of Sec. I, we intend to construct the action functional for the supermanifold field theory by integrating a suitable Lagrangian form over open sets in space-time. Now, under suitable conditions, ${ }^{26}$ an ( $m, n$ )dimensional supermanifold $M$ defines intrinsically an $m$-dimensional ordinary differentiable manifold $M_{0}$, called the body manifold of $M$, together with a smooth projection $\Phi$ : $\boldsymbol{M} \rightarrow \boldsymbol{M}_{0}$. We assume that $\boldsymbol{M}$ admits a body manifold that we identify with space-time.

Let us recall some properties of supermanifolds that we shall need in order to define the action functional.

Lemma 3.1: Let $M$ be a superanalytic supermanifold with body $M_{0}$. There exist covers $\mathbf{A}=\left\{U_{\alpha}, \alpha \in J\right\}$ of $M$ and $\mathbf{A}_{0}=\left\{V_{\alpha}, \alpha \in J\right\}$ of $M_{0}$ (where $J$ is a suitable index set), such that the following conditions hold.
(i) $\Phi\left(U_{\alpha}\right)=V_{\alpha} \forall \alpha \in J$.
(ii) For each $\alpha \in J$ there exists an analytic imbedding $i$ : $V_{\alpha} \rightarrow U_{\alpha}$ such that $\Phi \cdot i$ is surjective. In the following such imbeddings will be called local injections.
(iii) For any local injection $i: V_{\alpha} \rightarrow U_{\alpha}$ there exist functions $f: U_{\alpha} \rightarrow Q_{0}$ such that $i^{*} f \mid \partial V_{\alpha}=0$.
(iv) For any couple of local injections $i, k: V_{\alpha} \rightarrow U_{\alpha}$ there exists a superanalytic diffeomorphism $\beta$ of $U_{\alpha}$ such that $i=\beta \cdot k$.
(v) $E$ is trivial over $U_{\alpha}$.
(vi) If $f$ is a $p$-form on $U \subset M, p \leqslant m$, and $i^{*} f=0$ for all local injections $i: V \rightarrow U$, then $f=0$.

Proof: Points (i)-(v) are proved in Ref. 25. As far as ( vi ) is concerned, choosing a coordinate patch ( $x, y$ ) on $U$ such that $i(r)=(r, 0)$, one has immediately $(\partial /$ $\left.\partial x^{i}\right) \downharpoonleft f=0$. The condition $\left(\partial / \partial y^{\alpha}\right) \downharpoonleft f=0$ is obtained by considering the collection of local injections $\left\{i_{k \beta}\right\}$, $k=1, \ldots, m, \beta=1, \ldots, n$, where

$$
i_{k \beta}(r)=\left(r, \delta_{\beta}^{\alpha} r^{k} \delta b /\|b\|\right)
$$

$b$ being an arbitrary element of $Q_{1}$, and $\delta$ a suitably small real number.

Before defining the action functional, we need to introduce the following objects: (i) a Banach space of sections of $E$; (ii) a space of "admissible variations," i.e., of vertical vector fields in $E$ that vanish on the boundary of the integration region; and (iii) a Lagrangian form. As far as point (i) is concerned, we note that the completed tensor product $\mathbf{B}_{\alpha}$ $=E^{k}\left(U_{\alpha}\right) \otimes \mathrm{F}$ ( the set of $C^{k}$, supersmooth sections of $E$ over $U_{\alpha}$ whose first $k$ Fréchet differentials are bounded) is a Banach space. The space of admissible variations is defined as
$\mathbf{B}_{\alpha, i}=\left\{X \in \Gamma(\operatorname{vert} T E)\right.$ such that $\left.i^{*} X^{r} \mid \partial V_{\alpha}=0\right\}$ for a given local injection $i: V_{\alpha} \rightarrow U_{\alpha}$, so that for each local
injection there is a different set of admissible variations. $\mathbf{B}_{\alpha, i}^{\sim}$ is a Banach subspace of $\mathbf{B}_{\alpha} \cdot{ }^{25}$ Finally, a supermanifold Lagrangian $\Sigma$ is a bounded, $E^{k}$ horizontal $m$-form on $j E$ with values in $Q_{0}$.

We define the action functional as the following $i$-dependent mapping of $B_{\alpha}$ into $Q_{0}$ :

$$
\begin{equation*}
A_{\alpha}(i, s)=\int_{V_{\alpha}} i^{*} \cdot j s^{*} \boldsymbol{\Sigma} \equiv \int_{V_{\alpha}} i^{*} \boldsymbol{\Sigma}(s) \tag{3.1}
\end{equation*}
$$

The expression in the rhs is basically the integral of a Banach space-valued function with domain in an open set in $R^{m}$. Such objects are well known to mathematicians. ${ }^{13}$

Definition: A section $s \in \Gamma E$ is critical if

$$
\begin{equation*}
D A_{\alpha}(i, s) \cdot(X)=0 \tag{3.2}
\end{equation*}
$$

for all local injections $i$, all $X \in \mathbf{B}_{\alpha, i}^{-}$, and all $U_{\alpha}$.
Lemma 3.2: A section $s \in \Gamma E$ is critical if and only if

$$
\begin{equation*}
\int_{V_{a}} i^{*} \cdot j s^{*} \mathscr{L}_{j X} \Sigma=0 \tag{3.3}
\end{equation*}
$$

for all local injections $i$, all $X \in \mathbf{B}_{\alpha, i}^{\sim}$, and all $U_{\alpha} ; \mathscr{L}$ denotes the Lie derivative.

The next natural step is to translate the extremality condition (3.2) or (3.3) into a set of local field equations on $M$ (Euler-Lagrange equations). However, in order that this can be done, some constraints have to be put on the supermanifold Lagrangian $\Sigma$. After setting, for notational convenience,

$$
\begin{aligned}
\frac{\partial \Sigma}{\partial z^{r}}= & \frac{1}{m!}(-1)^{m+r\left(A_{1}+\cdots+A_{m}\right)} d x^{A_{m} \cdots d x^{A}} \frac{\partial \Sigma_{A_{1} \cdots A_{m}}}{\partial z^{r}} \\
\frac{\partial \Sigma}{\partial Z_{B}^{r}}= & \frac{1}{m!}(-1)^{m+(B+r)\left(A_{1}+\cdots+A_{m}\right)} \\
& \times d x^{A_{m} \cdots d x^{A_{1}} \frac{\partial \Sigma_{A_{1} \cdots A_{m}}}{\partial z_{B}^{r}}}
\end{aligned}
$$

Eq. (3.3) reads

$$
\begin{gathered}
\int_{V_{\alpha}} i^{*} X^{r}\left(j s^{*} \frac{\partial \Sigma}{\partial z^{r}}-(-1)^{B r} \frac{\partial}{\partial x^{B}} j s^{*} \frac{\partial \Sigma}{\partial Z^{r}}\right) \\
+\int_{V_{\alpha}} i^{*} \frac{\partial}{\partial x^{B}}\left(X^{r} j s^{*} \frac{\partial \Sigma}{\partial Z_{B}^{r}}\right)=0,
\end{gathered}
$$

where $\Sigma=(1 / m!) d x^{A_{m}} \cdots d x^{A_{1}} \Sigma_{A_{1} \cdots A_{m}}$ and $X^{r}(x)=s^{*} X^{r}$. Considering separately the terms with $B$ even or odd, the last summand splits into two. The first term vanishes as a consequence of Stokes theorem and the boundary conditions, while the second reads

$$
\begin{equation*}
\int_{V_{a}} i^{*} \frac{\partial}{\partial y^{\mu}}\left(X^{r} j s^{*} \frac{\partial \Sigma^{-}}{\partial Z_{\mu}{ }^{r}}\right) \tau, \quad \mu=m+1, \ldots, m+n \tag{3.4}
\end{equation*}
$$

where we have denoted by $\tau$ the volume element in $M_{0}$ and

$$
\Sigma^{\sim}=(1 / m!) d x^{i_{m}} \cdots d x^{i_{1}} \Sigma_{i_{1} \cdots i_{m}} .
$$

Now, developing $X^{\prime}(x)$ and $j s^{*}$ ( $\partial \Sigma^{\sim} / \partial Z_{\mu}{ }^{r}$ ) into superfields (namely, developing them into powers of the odd coordinates $y^{\mu}$ ), one sees that the term (3.4) vanishes if

$$
\begin{equation*}
j s^{*} \frac{\partial \Sigma}{\partial Z_{\mu}{ }^{r}}=0 \tag{3.5}
\end{equation*}
$$

If $\Sigma$ does not depend explicitly on the supermanifold coordinates, conditions (3.4) and (3.5) are equivalent.

Thus we have the following result.
Theorem 3.1 (local Euler-Lagrange equations on the supermanifold): Provided that $\Sigma$ satisfies condition (3.5) for all $s \in \Gamma E$, a section $s \in \Gamma E$ is critical if and only if, on any coordinate patch $\left\{U,\left(x^{i}, y^{\mu}\right)\right\}$, it verifies

$$
\begin{equation*}
j s^{*} \frac{\partial \Sigma}{\partial z^{r}}-(-1)^{B r} \frac{\partial}{\partial x^{B}} j s^{*} \frac{\partial \Sigma}{\partial Z_{B}^{r}}=0 \tag{3.6}
\end{equation*}
$$

The constraints (3.5) are similar to the "new" EulerLagrangian equations one finds in the calculus of variations on graded manifolds, ${ }^{27}$ where they have been interpreted as the kinematical constraints arising, e.g., in superspace supergravity ${ }^{28}$ Our attitude here is somewhat different, since the constraints (3.5) are identically fulfilled by polynomial Lagrangians, while, on the other hand, the Wess-Zumino kinematical constraints can be obtained as field equations from a polynomial supermanifold Lagrangian. ${ }^{29}$

## IV. REDUCTION TO SPACE-TIME

It is rather natural to ask whether, given a field theory formulated on a supermanifold, there exists an ordinary field theory on space-time in some sense naturally related to the former. In this section we examine this question. We shall see that requiring that the supermanifold Lagrangian $\Sigma$ gives rise to a globally defined space-time Lagrangian $L$ leads to constraints on the choice of $\Sigma$.

We denote by $\pi_{0}: E_{0} \rightarrow M_{0}$ the configuration bundle of the space-time theory, which is a supervector bundle over $M_{0}$ (the body manifold of $M$, identified with space-time) with standard fiber $F$ (the same fiber of $E$ ). So the spacetime fields are still $Q$ valued (Grassmann valued), and therefore contain more information than the usual space-time fields. The possible physical significance of this extra information is still an open question.

In general, $E_{0}$ and $E$ cannot be put in a global relation; however, given a local injection $i: V_{\alpha} \rightarrow U_{\alpha}$, one can construct in an obvious way a local bundle homomorphism $\tau_{i}$ : $\pi^{-1}\left(U_{\alpha}\right) \subset E \rightarrow \pi_{0}^{-1}\left(V_{\alpha}\right) \subset E_{0}$ such that, for any section $s \in \Gamma E$, the mapping $\sigma=\tau_{i} \cdot s \cdot i$ is a section of $E_{0}$. A similar homomorphism of $j \pi^{-1}\left(U_{\alpha}\right) \subset j E$ into $j \pi^{-1}\left(V_{\alpha}\right) \subset j E_{0}$, which we shall still denote by $\tau_{i}$, can be constructed.

The Banach space $\mathbf{B}_{0 \alpha}$ of $C^{k}$ sections of $E_{0}$ over $V_{\alpha}$ is defined in analogy to $\mathbf{B}_{\alpha}$. The Lagrangian $L$ of the space-time theory-a bounded, horizontal $m$ form on $j E_{0}$ with values in $Q_{0}$-is defined tentatively by setting

$$
\begin{equation*}
j \sigma^{*} L=i^{*} \cdot j s^{*} \Sigma \tag{4.1}
\end{equation*}
$$

for each $\sigma$ that can be written as $\sigma=\tau_{i} \cdot s \cdot i$ for some $s \in \Gamma E$. The next theorem states sufficient conditions in order that (4.1) makes sense.

Theorem 4.1: Assume that the supermanifold Lagrangian $\Sigma$ satisfies the following conditions.
(i) $i^{*} \cdot j s^{*} \frac{\partial \Sigma}{\partial Z_{\mu}{ }^{r}}=0$,
$\forall s \in \Gamma E, \forall$ local injection $i$; Eq. (4.2) has been written using coordinates $\{x, y\}$ in $U_{\alpha}$ such that $i(r)=(r, 0), r \in V_{\alpha}$.
(ii) $\beta^{*} \Sigma(s)=\Sigma\left(\beta^{*} s\right)$
for any superdiffeomorphism $\beta$ of $M$; then there exists on $j E_{0}$ an $m$-form $L$ satisfying Eq. (4.1).

Remarks: (i) Conditions (4.2) have an obvious meaning: since the functions $i^{*} \Sigma_{i} \cdots i_{m}$ are the components of the space-time Lagrangian $L$, they must depend only on the coordinates of $j E_{0}$.
(ii) $\beta * s$ denotes the section obtained by pulling back $s$ regarded as a collection of functions on $M$; it equals $\hat{\beta} \cdot s \cdot \beta^{-1}$, where $\hat{\beta}$ is the lift of $\beta$ to $E$ defined as $\beta^{-1 *}$. Then condition (4.3) can be rewritten as

$$
\begin{equation*}
j \hat{\beta}^{*} \Sigma=\Sigma \tag{4.4}
\end{equation*}
$$

and therefore is the condition of invariance of $\Sigma$ under superdiffeomorphisms. This property of $\Sigma$ will be further discussed in the next section.

Proof: First, we verify that $L$ is independent of the choice of the section $s$ such that $\sigma=\tau_{i} \cdot s \cdot i$. This amounts to requiring that

$$
\begin{equation*}
i^{*} \cdot j s^{*} \mathscr{L}_{j X} \Sigma=0 \tag{4.5}
\end{equation*}
$$

for any $X \in \Gamma$ (vert $T E$ ) satisfying $\tau_{i^{*}} X=0$. Since this condition is equivalent to $i^{*} \cdot s^{*} X^{r}=0$ [where $X=X^{r}\left(\partial / \partial z^{r}\right)$ ], Eq. (4.5) can be turned into (4.2), so that the independence from $s$ is assured.

Second, we verify whether $L$ defined through (4.1) depends on the choice of the local injection $i$. This means checking whether

$$
\begin{equation*}
i^{*} \cdot j s_{1}^{*} \Sigma=k^{*} \cdot j s_{2}^{*} \Sigma, \tag{4.6}
\end{equation*}
$$

whenever $\tau_{i} \cdot s \cdot i=\tau_{k} \cdot s \cdot k$, where $i, k: V_{\alpha} \rightarrow U_{\alpha}$ are two local injections. Since a superdiffeomorphism $\beta$ of $U_{\alpha}$ exists such that $k=\beta \cdot i$ (see Lemma 3.1), we can choose $s_{1}, s_{2}$ so that $s_{1}=\beta s_{2} \quad$ (i.e., $s_{2}=\hat{\beta} \cdot s_{1} \cdot \beta^{-1}$ ). Then (4.6) reads $i^{*} \cdot \beta^{*} \Sigma\left(s_{2}\right)=i^{*} \Sigma\left(\beta^{*} s_{2}\right)$; since this must hold $\forall i$, it is equivalent to (4.3).

To sum up, whenever the supermanifold Lagrangian $\Sigma$ satisfies the requirements (4.2) and (4.3), it gives rise to a well-defined space-time Lagrangian $L$. In that case, we say that $\Sigma$ is projectable. Then the action functional

$$
a_{\alpha}(\sigma)=\int_{V_{\alpha}} j \sigma^{*} L
$$

yields an ordinary field theory on space-time whose fields are $Q$ valued (Grassmann valued). It is easily proved that any supermanifold Lagrangian which is a polynomial (in the horizontal exterior algebra over $j E$ ) of the forms $z^{r}$ and $Z^{r}$ $=d x^{A} Z_{A}{ }^{r}$ is projectable.

## V. INVARIANCE PROPERTIES

In this section we study the properties of invariance of a field theory on a supermanifold $M$ under the action of gauge transformations and superdiffeomorphisms of $M$. The simplest class of nontrivial theory we can take into account are the pure gauge theories, where all the fields are gauge fields. So the configuration superbundle is $E=C(M) \times V(M)$, with $C(M)$ the bundle of connections on some principal super fiber bundle $P(M, G)$ over $M$, and $V(M)$ the superbundle of linear coframes on $M .{ }^{9}$ The standard fiber $G$ of $P$ is a super-Lie group ${ }^{14}$ playing the role of the gauge group. A
natural choice of local fibered coordinates in the tubes $\pi^{-1}(U)$ is $\left\{x^{A}, \omega_{B}{ }^{b}, e_{B}{ }^{A}\right\}$, where $\omega_{B}{ }^{b}$ and $e_{B}{ }^{A}$ are the components of the connection and coframe forms $\omega^{b}$ and $e^{A}$ over the basis $\left\{d x^{A}\right\}$ (the index $b$ runs over a basis of the superalgebra $g$ of $G$ ). Concerning the further coordinates of $j E$, it is convenient not to choose the partial derivatives of the components of the connection and coframe, but other coordinates more directly related to the curvature and torsion forms $\Omega^{b}$ and $T^{A}$. Recalling the structure equations and Bianchi identities

$$
\begin{aligned}
& \Omega^{b}=d \omega^{b}-\frac{1}{2} \omega^{d} \omega^{a} C_{a d}^{b}, \quad T^{A}=d e^{A}-e^{B} \omega^{b} f_{b B}^{A}, \\
& D \Omega^{b}=0, \quad D T^{A}=e^{B} \Omega^{b} f_{b B}^{A},
\end{aligned}
$$

where the $C_{a d}{ }^{b}$ are the structure constants of the superalgebra of $G$, and the $f_{b B}{ }^{A}$ are the generators of a representation $f$ of $G$ on $Q^{m, n}$ we introduce in $j \pi^{-1}(U)$ local fibered coordinates $\left\{x^{A}, \omega_{B}{ }^{b}, e_{B}{ }^{A}, \widehat{\Omega}_{A B}{ }^{b}, \widehat{T}_{A B}{ }^{c}\right\}$ such that, for any section $s(x)=\left(\omega^{b}, e^{A}\right)$ of $E$, one has

$$
\begin{aligned}
& j s^{*} \hat{\Omega}_{A B}^{a}=-2 \frac{\partial \omega_{B}^{a}}{\partial x^{A}}-(-1)^{A(B+b)} \omega_{B}^{b} \omega_{A}^{c} C_{c b}^{a}, \\
& j s^{*} \hat{T}_{A B}^{c}=-2 \frac{\partial e_{B}^{c}}{\partial x^{A}}-2(-1)^{A(B+D)} e_{B}^{D} \omega_{A}^{a} f_{a D}^{c} .
\end{aligned}
$$

Here and in the following, we omit the wedge product symbol.

Now we give a proper definition of gauge invariance of the supermanifold Lagrangian $\Sigma$ and deduce a generalization of the well-known Utiyama theorem ${ }^{30}$ to the present situation. Let $A * \in \Gamma$ (vert $T E$ ) be the generator of a flow on $E$ produced by a fiber-depending action of $G$ on $E$ defined through the representations $f$ and $A d$. We say that $\Sigma$ is locally $G$ invariant if

$$
\begin{equation*}
\mathscr{L}_{j A} * \Sigma=0 \tag{5.1}
\end{equation*}
$$

for any choice of $A^{*}$.
Theorem 5.1: $\Sigma$ is locally $G$ invariant if and only if
(i) $\frac{\partial \Sigma}{\partial \omega_{B}{ }^{a}}=0$,
(ii) $\frac{\partial \Sigma}{\partial \hat{\Omega}_{A B}{ }^{a}}+(-1)^{A B} \frac{\partial \Sigma}{\partial \hat{\Omega}_{B A}{ }^{a}}=0$,
(iii) $\left[(-1)^{b(B+C)} e_{B}^{C} f_{b C} E \frac{\partial}{\partial e_{B}{ }^{E}}\right.$

$$
\begin{align*}
& +(-1)^{b(A+B+d)} \hat{\Omega}_{B A}{ }^{d} C_{b d} \frac{\partial}{\partial \hat{\Omega}_{B A}^{a}} \\
& \left.+(-1)^{b(A+B+C)} \hat{T}_{A B}^{c} f_{b C}^{E} \frac{\partial}{\partial \hat{T}_{A B}{ }^{E}}\right] \Sigma=0 \tag{5.2c}
\end{align*}
$$

Proof: The proof is obtained by writing condition (5.1) explicitly.

So $\Sigma$ is locally $G$ invariant if and only if it does not depend explicitly on the connection, it depends on the derivatives of the connection only through the curvature form, and, finally, it is a $G$-invariant function of its variables.

Next, we wish to study the consequences of the supercovariance condition (4.4). If $\left\{\beta_{t}, t \in R\right\}$ is a group of superdiffeomorphisms of $M$ with generator $Y \in \Gamma T M$, we denote by
$Z \in \Gamma T E$ the generator of the lift $\left\{\hat{\beta}_{t}\right\}$ to $E$ (note, for future use, that $j Z$ contains the derivatives of order 0,1 , and 2 of $Y$ ). The infinitesimal version of the supercovariance condition (4.4) reads
$\mathscr{L}_{j z} \Sigma=0$.
Theorem 5.2 (Utiyama theorem for the invariance under superdiffeomorphisms): The supermanifold Lagrangian $\Sigma$ is supercovariant if and only if
(i) $\frac{\partial \Sigma}{\partial x^{4}}=0$,
(ii) $\frac{\partial \Sigma}{\partial \widehat{T}_{A B} c}+(-1)^{A B} \frac{\partial \Sigma}{\partial \hat{T}_{B A}{ }^{c}}=0$,
(iii) $\omega_{A}{ }^{a} \frac{\partial \Sigma}{\partial \omega_{B}{ }^{a}}+\widehat{\Omega}_{A D}{ }^{a} \frac{\partial \Sigma}{\partial \widehat{\Omega}_{B D}{ }^{a}}+(-1)^{D(B+A)} \widehat{\Omega}_{D A}{ }^{a}$

$$
\times \frac{\partial \Sigma}{\partial \hat{\Omega}_{D B}{ }^{c}}+e_{A}{ }^{c} \frac{\partial \Sigma}{\partial e_{B}{ }^{c}}+\widehat{T}_{A D}{ }^{c} \frac{\partial \Sigma}{\partial \widehat{T}_{B D}{ }^{c}}
$$

$$
+(-1)^{D(B+A)} \widehat{T}_{D A}^{c} \frac{\partial \Sigma}{\partial \widehat{T}_{D B}^{c}}
$$

$$
\begin{equation*}
-(-1)^{(A+B) B} d x^{B} \frac{\partial}{\partial x^{A}} \downharpoonleft \Sigma=0 \tag{5.4c}
\end{equation*}
$$

Proof: The theorem is proved simply by writing condition (5.3) explicitly and setting equal to zero the terms which multiply the derivatives of $Y$ of order 0,1 , and 2 , respectively.

So, $\Sigma$ is supercovariant if and only if it does not depend on the supermanifold coordinates, it depends on the derivatives of the coframe only through the torsion form, and its "energy-momentum" form (5.4c) vanishes identically.

It is rather natural to wonder whether the conditions of supercovariance and $G$ invariance entail some differential identities (conservation laws). As the following analysis will show, these identities do indeed exist, and can be written as differential equations on $M$. While, in general, they have a very complicated structure, whenever one assumes that $\Sigma$ is a polynomial (in the horizontal exterior algebra over $j E$ ) of the forms $\omega, e, \Omega$, and $T$, the identities can be written rather nicely (the reader will realize that this is the same assumption made in the group manifold approach ${ }^{7,8}$ ). Under this condition we have the following.

Theorem 5.3: $\Sigma$ admits differential field equations that can be written in the form

$$
j s^{*} G_{b}=0, \quad j s^{*} G_{A}=0
$$

where

$$
\begin{aligned}
& G_{b}=\frac{\partial \Sigma}{\partial \omega^{b}}+D \frac{\partial \Sigma}{\partial \Omega^{b}}+J_{b} \\
& G_{A}=\frac{\partial \Sigma}{\partial e^{A}}+D \frac{\partial \Sigma}{\partial T^{A}} \\
& J_{b}=-e^{A} f_{b A}^{B} \frac{\partial \Sigma}{\partial T^{B}}
\end{aligned}
$$

$D$ being the $\omega$-covariant exterior differential. Moreover, $\Sigma$ is projectable (see Sec. IV), and therefore supercovariant.

In order to write down the differential identities, we need a general variation formula for evaluating $j s^{*} \mathscr{L}_{j X} \Sigma$, where $X$ is a projectable vector field on $E$.

Theorem 5.4: For all $s \in \Gamma E$ and all $\pi$ projectable $X \in \Gamma T E$, $j s^{*} \mathscr{L}_{j X} \Sigma$

$$
\begin{equation*}
\left.=b^{A} \frac{\partial}{\partial x^{A}}\right\rfloor d j s^{*} \Sigma-j s^{*}\left(\hat{h}^{a} G_{a}+\hat{K}^{A} G_{A}\right)+d j s^{*} f \tag{5.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& X=b^{A}(x) \frac{\partial}{\partial x^{A}}+h_{A}^{a} \frac{\partial}{\partial \omega_{A}{ }^{a}}+K_{A}{ }^{B} \frac{\partial}{\partial e_{A}^{B}}, \\
& \hat{h}^{a}=d x^{A}\left(h_{A}^{a}-b^{B} \omega_{A B}^{a}\right), \\
& \hat{K}^{A}=d x^{B}\left(K_{B}^{A}-b^{C} e_{B C}{ }^{A}\right), \\
& f=j X \perp \Sigma+\hat{h}^{a} \frac{\partial \Sigma}{\partial \omega^{a}}+\hat{K}^{A} \frac{\partial \Sigma}{\partial e^{A}},
\end{aligned}
$$

where $\omega_{A B}{ }^{a}$ and $e_{A B}{ }^{c}$ are the coordinates on $j E$ corresponding to the partial derivatives of $\omega_{B}{ }^{a}$ and $e_{C}{ }^{A}$.

Outline of the proof: For any $u \in j E$ choose an $s \in \Gamma E$ such that $j s(x)=u$ where $x=j \pi(u)$. Set $j X(u)=X_{1}+X_{2}$ with $X_{1}=j s_{*} \cdot j \pi_{*} X$. Now, $\left.\left(j s^{*} \mathscr{L}_{j X} \Sigma(x)\right)=\left(j \pi_{*} j X\right\lrcorner j s^{*} d \Sigma\right)$ $\left.\left.+d j s^{*}(j X\lrcorner \Sigma\right)+j s^{*}\left(X_{2}\right\rfloor d \Sigma\right)$. Equation (5.5) is now proved by direct computation; in particular, since $X_{2}$ is vertical, the last term in the Lie derivative is computed straightforwardly.

Theorem 5.5 (Noether theorem for the gauge invariance): If $\Sigma$ is locally $G$ invariant, then, for all $s \in \Gamma E$,

$$
\begin{equation*}
j s^{*}\left(D G_{b}-(-1)^{b A} e^{A} f_{b A}^{B} G_{B}\right)=0 \tag{5.6}
\end{equation*}
$$

Conversely, if the identity (5.6) holds, the action of $G$ changes $\Sigma$ only by an exact form, so that the field equations are unchanged.

Theorem 5.6 (Noether theorem for the invariance under superdiffeomorphisms): If $\Sigma$ is locally $\boldsymbol{G}$ invariant and supercovariant then, for all $s \in \Gamma E$,

$$
\begin{align*}
j s^{*} D G_{A}= & \left.\left(\partial_{A}\right\lrcorner \Omega^{b}\right) j s^{*} G_{b} \\
& \left.\left.+\left(\partial_{A}\right\lrcorner T^{B}\right) j s^{*} G_{B}+\partial_{A}\right\lrcorner j s^{*} d \Sigma \tag{5.7}
\end{align*}
$$

where $\left\{\partial_{A}\right\}$ is the frame dual to $\left\{e^{A}\right\}$. Conversely, if identity (5.7) holds, and $\Sigma$ is locally $G$ invariant, the action of a superdiffeomorphism changes $\Sigma$ only by an exact form, so that the field equations are unchanged.

Proofs: The two Noether theorems are proved by inserting the variation formula (5.5) into the integral versions of the definitions of $G$ invariance and supercovariance and then integrating by parts.

## VI. AN APPLICATION

In this section we want to exemplify the contents of the previous sections by applying it to an example, namely, superspace $N=1$ supergravity. ${ }^{28,29}$ In this case we can assume that the gauge group $G$ is the Lorentz group, and that the supermanifold $M$ has dimension (4,4). So the fields are the spin connection $\omega^{i k}$ on $M$ and the coframe field $e^{A}$, $i, k=1, \ldots, 4, A=1, \ldots, 8$. The "bosonic" torsion $D e^{i}$ will be denoted by $T^{i}$, and the spinorial torsion $D e^{\beta}, \beta=5, \ldots, 8$, by $\theta^{\beta}$. The supermanifold Lagrangian is

$$
\Sigma=\epsilon_{i j k h} e^{i} e^{j} \Omega^{k h}+4 \theta C \gamma_{i} \gamma_{5} e e^{i}
$$

Spinor (odd) indices are omitted, and $C$ is the charge conjugation matrix; for conventions concerning the algebra of the Dirac $\gamma_{i}$ matrices, the reader is referred to Ref. 29. According to the discussion of the previous sections, we have the following.
(i) $\Sigma$ satisfies the hypotheses of Theorem 5.3 , so that it is projectable, supercovariant, and admits fields equations, that can be written as

$$
\begin{aligned}
& G_{i}=2 \epsilon_{i j k h} e^{j} \Omega^{k h}-4 \theta C \gamma_{i} \gamma_{5} e=0, \\
& G=4 C \gamma_{i} \gamma_{5}\left(2 e^{i} \theta-e T^{i}\right)=0, \\
& G_{i k}=\epsilon_{i k h j}\left(2 T^{h}+e C \gamma^{h} e\right) e^{j}=0,
\end{aligned}
$$

where we have split the coframe equation into its even and odd parts.
(ii) Since $\Sigma$ is projectable, there exists a field theory on $M_{0}$, whose Lagrangian is

$$
L=\epsilon_{i j h k} V^{i} V^{j} R^{h k}+4 \Psi C \gamma_{i} \gamma_{s} \psi V^{i}
$$

where $V^{i}$ is the coframe on $M_{0}, \psi$ is the gravitino field, $\Psi=D \psi$, and $R^{i k}$ is the curvature on $M_{0}$. One can prove that, whenever $s \in \Gamma E$ is critical with respect to $\Sigma$, the section $\sigma \in \Gamma E_{0}$ defined by $\sigma=i^{*} s=\tau_{i} \cdot s \cdot i$, where $i$ is a local injection, is critical with respect to $L$.
(iii) $\Sigma$ is Lorentz invariant, so that Theorem 5.5 gives the identity

$$
j s^{*} D G_{i k}=\frac{1}{2} j s^{*}\left(G_{i} e_{k}-G_{k} e_{i}\right)
$$

Moreover, since $\Sigma$ is supercovariant as well, we have the couple of identities

$$
\begin{aligned}
& j s^{*} D G_{i}=j s^{*}\left[-4 \theta C \gamma_{i} \gamma_{5} \theta+2 \epsilon_{i j k} \Omega^{h k}\left(T^{j}+\frac{1}{2} e C \gamma^{j} e\right)\right], \\
& j s^{*} D G=j s^{*}\left[4 C \gamma_{i} \gamma_{s} \theta\left(T^{i}+\frac{1}{2} e C \gamma^{i} e\right)-C \gamma^{i} e G_{i}\right] .
\end{aligned}
$$
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#### Abstract

A systematic study of classical relativistic particles with internal structure, initiated in a previous paper, is continued and a study of second-order internal spaces (SOS) is presented within the framework of the Lagrangian form of constrained dynamics. Such internal spaces $Q$ are those for which a phase-space treatment must necessarily use the cotangent bundle $T^{*} Q$. The large variety of possible SOS's-ten discrete cases and two one-parameter families-is separated into those capable of a manifestly covariant description, and those for which special methods based on the transitive action of $\operatorname{SL}(2, C)$ on a coset space are needed. The concept of the isotopy representation plays an important role in this context. Seven of the possible discrete SOS's are shown to be describable in a manifestly covariant way; two discrete and one oneparameter family of SOS's are shown to be unphysical in the sense that no Lagrangians can be written in which the internal and the space-time position variables are nontrivially coupled; and the remaining single discrete and one one-parameter family are shown to be physical though not describable in a manifestly covariant way. General phase-space methods uniformly applicable to all SOS's are developed; and as an illustrative example a Lagrangian model for an SOS in which the internal space is spanned by two orthonormal spacelike unit vectors is presented.


## I. INTRODUCTION

The subject of relativistic particles with internal structure has received a great deal of attention over a long period of time. A variety of approaches has been used in discussing different aspects of this problem. In a previous paper, hereafter referred to as I, we have briefly reviewed the history of this subject, trying to highlight the different physical ideas and points of view used by various authors. ${ }^{1}$ We also developed a new approach based on group theoretic and differential geometric methods, intended to systematically classify and investigate all possible physical systems of this type, within the framework of the Lagrangian formalism.

A relativistic point particle with internal structure possesses, in addition to space-time position variables $x^{\mu}$, internal coordinates $q^{r}$ describing an internal space $Q$ (Ref. 2). An important physical condition imposed in I was that the space $Q$ must admit a transitive action by the group $G=\operatorname{SL}(2, C)$, the twofold universal covering group of the homogeneous Lorentz group $\operatorname{SO}(3,1)$ of special relativity. As a result, each conceivable $Q$ is the coset space $G / H$ for some subgroup $H$ in $G$. The further restriction was then made to subgroups $H$, which are connected Lie subgroups of $G$. Since all such subgroups are known up to conjugation, ${ }^{3}$ there results a complete catalog of all possible internal spaces $Q$. The possible subgroups $H$ consist of two continuous oneparameter families and 13 other distinct cases, leading to a similar variety of possible $Q$ 's. Among these $H$ 's are included both the entire group $G$ and the trivial case consisting of the identity alone, corresponding, respectively, to $Q$ being trivial or $G$ itself. In the notation of Patera et al. ${ }^{3}$ the one-parameter families of subgroups are written as $F_{5}^{\varphi}$ and $F_{11}^{\varphi}$ with $\varphi$ the
concerned parameter; and the 13 other subgroups are $F_{n}$ for $n=1, \ldots, 4,6, \ldots, 10,12, \ldots, 15$. At the two ends of this list, we have $F_{1}=G$ and $F_{15}=e$. The infinitesimal generators of each of these $F$ 's have been listed in I (Ref. 4).

The set of all internal spaces $Q$ was separated in I into two types, which were, respectively, called first-order spaces (FOS's) and second-order spaces (SOS's). The distinguishing property of the former is that in the phase-space description of a relativistic object with such an internal space, one can work at the level of $Q$ itself ( as far as the internal degrees of freedom are concerned) without passing to the cotangent bundle $T^{*} Q$ at all; at least, the nature of $Q$ permits this provided the Lagrangian is properly chosen. All other $Q$ 's are, by definition, SOS's. It was possible to determine the possible FOS's by using the Kostant-Kirillov-Souriau theorem, which relates coset spaces $G / H$ carrying a $G$-invariant symplectic structure to orbits in the Lie algebra $g$ of $G$ under the adjoint action by $G$ (Ref. 5). In this way we found that there are three possible FOS's, namely $G / F_{9}, G / F_{10}$, and a third one which can be exhibited as $\operatorname{SO}(3,1) / F_{10}$ or $G / N_{0}$, where $N_{0}$ is a suitable subgroup in $G$. (Actually $N_{0}$ does not obey the condition of connectedness which was imposed on $H$ above, so there is a departure here from the general pattern which, however, causes no difficulties.) The important geometrical and phase-space properties of FOS's, and of Lagrangian models for relativistic objects with such internal structures, were discussed in detail in I (Ref. 6). The purpose of the present paper is to take up the study of SOS's and of objects with such internal variables in a systematic way.

The number of possible coset spaces $Q=G / H$ that qualify in principle as SOS's is quite large, as compared to the
case of FOS's. For convenience we introduce the following notation to keep track of them:

$$
\begin{align*}
& Q_{n}=G / F_{n}, \quad \text { for } n=2,3,4,6,7,8,12,13,14,15,  \tag{1.1}\\
& Q_{n}^{p}=G / F_{n}^{\varphi}, \quad \text { for } n=5,11
\end{align*}
$$

(The value $n=1$ is omitted since then $Q$ is trivial; the values $n=9,10$ leads to FOS's. ) Given any one of these $Q$ 's as an internal space, the total configuration space is the product $\mathscr{M} \times \mathcal{Q}$, where $\mathscr{M}$ is Minkowski space-time with coordinates $x^{\mu}$. The complete set of Lagrangian variables describing $T(\mathscr{M} \times Q) \simeq T \mathscr{M} \times T Q$ is $x^{\mu}, q^{r}, \dot{x}^{\mu}$, and $\dot{q}^{r} ;$ the velocities are defined with respect to an unspecified evolution parameter $s$. (It is understood of course that the $q^{r}$ may only be local coordinates on $Q$.) Now it was shown in I that, in case $Q$ is an FOS, the most general Lagrangian splits into the sum of two parts, the first of which is a function $\mathscr{L}_{0}(q, \dot{q})$ linear in $\dot{q}^{r}$ and the second of which is $\dot{q}$ independent. With $Q$ chosen to be an SOS, however, there is no such natural breakup of the Lagrangian into separate parts distinguished by different $\dot{q}$ dependences. One must construct the most general function of all the Lagrangian variables subject to the conditions of Poincaré and reparametrization invariances described in I. The important physical question which comes up for a given $Q$ is whether it is possible to couple the internal variables $q, \dot{q}$ and the space-time variables $x, \dot{x}$ in a nontrivial way when constructing the Lagrangian. This question has an easy an-swer-in the affirmative-if $Q$ can be described in a manifestly covariant way. In that case in place of the minimal set of internal coordinates $q^{r}$ consisting of independent variables, one can use an overcomplete system of coordinates for $Q$, made up of (sets of) quantities transforming linearly under $\boldsymbol{G}$, with suitable $G$-invariant restrictions imposed upon them. The possibility of coupling the internal variables and velocities to $\dot{\boldsymbol{x}}^{\mu}$ is then immediate, and one can easily form Lorentz scalar combinations that can enter a Lagrangian. For other $Q$ 's, however, the answer to the basic question is not immediately evident, and special methods must be devised to handle them and to determine whether each of them is physical or unphysical in this sense.

The material of this paper is arranged as follows. In Sec. II all those $Q$ 's that can be given manifestly covariant descriptions are discussed, and such a description is developed for each of them. In every case the description is via configurations of one, two, or at most three vectors with respect to $\operatorname{SO}(3,1)$, and the concerned SOS's are $Q_{n}$ for $n=3,4,6,12,13,14,15$. For handling the remaining SOS's, Sec. III develops techniques based on what is called the isotopy representation associated with the action of $G$ on a coset space $G / H$. This is a linear matrix representation of $H$, of the same dimension as $G / H$. We give systematic procedures for determining whether Lorentz scalars, four-vectors, secondrank symmetric tensors,..., can be constructed on $T Q$, with various degrees of dependence on $\dot{q}$ : these objects are candidates for coupling to $\dot{x}^{\mu}, \dot{x}^{\mu} \dot{x}^{\nu}, \ldots$. By applying these methods, it is shown that the SOS's $Q_{2}, Q_{5}^{\varphi}, Q_{7}$ are unphysical-that is, it is impossible to construct Lagrangians for point particles with such internal spaces, with a nontrivial coupling between $\dot{x}^{\mu}$ and $q, \dot{q}$. The two remaining candidates for SOS's, namely $Q_{8}$ and $Q_{11}^{\varphi}$, are taken up in Sec. IV. (Actually these
are an infinity of SOS's since $Q_{11}^{\varphi}$ is a one-parameter family.) For $Q_{8}$, it is possible to show quite directly that it is physically admissible, though a full treatment would require the methods of Sec. III. On the other hand, by application of those methods it is shown that in any $Q_{11}^{P}$ as well coupling of internal and space-time variables is definitely possible. The general features of a phase-space treatment for an object with a physical SOS as internal space are developed in Sec. V, with particular attention paid to the manifestly covariant cases. It is possible in all cases to regard the internal contribution $S_{\mu \nu}$ to the total four-dimensional angular momentum as the canonical momentum conjugate to the internal space $Q$. As an illustration of the general ideas, a manifestly covariant Lagrangian model based on $Q_{13}$ as an internal space is presented in Sec. VI. This is intended to capture some of the features of the Hanson-Regge model, but with useful simplifications. ${ }^{7}$ Section VII contains some remarks and a table presenting the main results so that the overall picture concerning the large number of conceivable SOS's can be easily grasped. We emphasize that the aim of this paper is to survey the set of all possible SOS's, classify them in a useful way, and develop suitable methods to deal with them, and not to discuss in complete detail the dynamics of any particular model. Thus we carry the development far enough so that one can in principle construct the most general Lagrangian in any specific case, provided the concerned SOS is a physically admissible one; an example is provided by Sec. VI. Further study of the constraint structures, dynamics and external field couplings in interesting cases will be taken up elsewhere. The Appendix contains a useful lemma relating to finite-dimensional representations of $\operatorname{SL}(2, C)$.

## II. MANIFESTLY COVARIANT SOS'S

Let $Q$ be any one of the possible SOS's, with $q^{r}$ a system of (local) coordinates for it. On account of space-time translation invariance, the Lagrangian for an isolated point object with internal space $Q$ must be a function only of $\dot{x}, q$, and $\dot{q}$, and so it is written $\mathscr{L}(\dot{x}, q, \dot{q})$. While $\dot{x}^{\mu}$ transforms as a translation invariant four-vector under the Poincaré group $\mathscr{P}$, the transitive $G$ action on $Q$ appears as a set of point transformations on the internal variables $q^{r}$. (Suitable notation to deal with these transformations will be set up in Sec. III.) The internal velocities $\dot{q}^{r}$ then transform linearly among themselves, possibly with functions of $q$ for coefficients. Given these behaviors of the arguments of $\mathscr{L}$, the two conditions to be obeyed by $\mathscr{L}$ are (i) it must be $G$ invariant, and (ii) it must be homogeneous of degree 1 in the velocities $\dot{x}^{\mu}$ and $\dot{q}^{r}$. The former condition guarantees the Poincaré invariance of the system, hence the validity of the conservation laws; the latter leads to reparametrization invariance of the action. One can then see that the general form of the Lagrangian must be ${ }^{8}$

$$
\begin{equation*}
\mathscr{L}(\dot{x}, q, \dot{q})=\left(-\dot{x}^{2}\right)^{1 / 2} f(\cdots \zeta \cdots) \tag{2.1}
\end{equation*}
$$

where the arguments $\zeta$ of the real function $f$ form a complete independent set of Lorentz scalars formed out of $\dot{x}, q$, and $\dot{q}$; with each $\zeta$ being homogeneous of degree zero in the velocities. We now consider in general terms the way in which to build up the $\zeta$ 's.

On account of the transitive action of $G$ on $Q$, there can be no nontrivial Lorentz scalar functions of the $q^{r}$ alone; some dependence on $\dot{q}$ and/or $\dot{x}$ must be present in every $\zeta$. The possibility that there is no $\dot{x}$ dependence is a particular case of the following more general procedure, so we consider how $\dot{x}$ can be combined with $q$ and $\dot{q}$ to form $\zeta$ 's. Now $\dot{x}^{\mu}$ belongs to the four-vector or $D^{(1 / 2,1 / 2)}$ representation of $\mathrm{SO}(3,1)$. The homogeneous monomials $\dot{x}^{\mu} \dot{x}^{\nu}, \dot{x}^{\mu} \dot{x}^{\nu} \dot{x}^{\lambda}, \ldots$ (on removal of traces) give quantities belonging to the various symmetric traceless tensor representations $D^{(1,1)}$, $D^{(3 / 2,3 / 2)}, \ldots$, generally $D^{(j, j)}$, of $S O(3,1)$. First let us consider $\zeta$ 's with no $\dot{q}$ dependence. We attempt to construct as many independent sets of functions $V_{\mu}(q), t_{\mu \nu}(q), \ldots$, as possible on $Q$, transforming according to the linear $\mathrm{SO}(3,1)$ representations $D^{(1 / 2,1 / 2)}, D^{(1,1)}, \ldots$, of $S O(3,1)$ when the $q^{r}$ are subjected to the point transformations realizing $G$. A general "multiplet" of such functions belonging to the representation $D^{(j, j)}$ will be called a quantity of type $j$ on $Q$. By contracting $V_{\mu}(q), t_{\mu \nu}(q), \ldots$, with $\dot{x}^{\mu}, \dot{x}^{\mu} \dot{x}^{\nu}, \ldots$, and then dividing through by suitable powers of ( $-\dot{x}^{2}$ ), we produce possible $\zeta$ 's with no $\dot{q}$ dependence. To include $\dot{q}$ dependence, we follow a similar procedure with the following difference: we look for quantities $V_{\mu}(q, \dot{q}), t_{\mu v}(q, \dot{q}), \ldots$, generally quantities of type $j$ on $T Q$, at first linear in $\dot{q}$, then quadratic in $\dot{q}$, and so on. (While in the $\dot{q}$ independent case we are interested in $j=\frac{1}{2}, 1, \ldots$, now we include the possibility $j=0$ as well.) These can then be contracted among themselves (which would reproduce $j=0$ ) or with $\dot{x}^{\mu}, \dot{x}^{\mu} \dot{x}^{\nu}, \ldots$, to again give us, after division by suitable powers of ( $-\dot{x}^{2}$ ), possible $\zeta$ 's.

While this is the systematic procedure for building up the set of $\xi$ 's for any given SOS, there are several SOS's that allow a more direct treatment. These are the ones which can be given a manifestly covariant description in terms of suitable configurations of sets of space-time four-vectors. ${ }^{9}$ Such descriptions invariably use an overcomplete set of coordinates in the interest of manifest covariance, subject to suitable Lorentz invariant restrictions. These manifestly covariant SOS's are $Q_{n}$, for $n=3,4,6,12,13,14$, and 15 . We shall describe them directly in geometrical terms and then verify that they are indeed realizations of the coset spaces $G / F_{n}$ for the above mentioned values of $n$.

As in I we denote by $e_{0}, e_{1}, e_{2}, e_{3}$ a set of orthonormal vectors in space-time in the indicated directions, and by the letters $t, s$, and $l$ a general unit positive timelike, a unit spacelike, and a positive lightlike vector, respectively. Looking first at manifolds formed by one vector at a time, the set $Q(t)$ of all unit positive timelike vectors,

$$
\begin{equation*}
Q(t)=\left\{a^{\mu} \mid a^{2}=-1, a^{0}>0\right\} \tag{2.2}
\end{equation*}
$$

forms the unit timelike hyperboloid on which $\operatorname{SO}(3,1)$ acts transitively. A representative point on $Q(t)$ is $e_{0}$ or in component form ( $1,0,0,0$ ), with stability group $\mathrm{SO}(3)$ in $\operatorname{SO}(3,1)$ or $\operatorname{SU}(2)$ in $\operatorname{SL}(2, C)$. Since $S U(2)$ is generated by $J_{1}, J_{2}, J_{3}$, it follows, as is well known, that $Q(t)$ is a realization of the coset space $G / F_{3}$ :

$$
\begin{equation*}
Q(t)=Q_{3}=G / F_{3}=\mathrm{SO}(3,1) / \mathrm{SO}(3) . \tag{2.3}
\end{equation*}
$$

Similarly, $Q(s)$ defined by

$$
\begin{equation*}
Q(s)=\left\{a^{\mu} \mid a^{2}=1\right\}, \tag{2.4}
\end{equation*}
$$

is a realization of $Q_{4}$ because the representative point $e_{3}=(0,0,0,1)$ has a stability group $\mathrm{SO}(2,1) \subset \mathrm{SO}(3,1)$ generated by $J_{3}, K_{1}$, and $K_{2}$ :

$$
\begin{equation*}
Q(s)=Q_{4}=G / F_{4}=\operatorname{SO}(3,1) / \mathrm{SO}(2,1) \tag{2.5}
\end{equation*}
$$

Lastly,

$$
\begin{equation*}
Q(l)=\left\{a^{\mu} \mid a^{2}=0, a^{0}>0\right\} \tag{2.6}
\end{equation*}
$$

defines the positive light cone; a representative point on it is $e_{0}+e_{3}=(1,0,0,1)$ with stability group $E(2) \subset S O(3,1)$ generated by $J_{3}, N_{1}=J_{1}-K_{2}, N_{2}=J_{2}+K_{1}$. Thus this is a realization of $Q_{6}$ :

$$
\begin{equation*}
Q(l)=Q_{6}=G / F_{6}=S O(3,1) / E(2) \tag{2.7}
\end{equation*}
$$

Thus the configurations of one vector at a time, $Q(t), Q(s)$, and $Q(l)$, respectively, realize the SOS's $Q_{3}, Q_{4}$, and $Q_{6}$; and for an object with such an internal space the vector $a^{\mu}$ with suitable conditions on it can be used as the internal variable.

We next look at configurations formed by two vectors at a time, the members of the pair being independent and mutually orthogonal. ${ }^{10}$ Because of the signature of the space-time metric, the only possible choices are $t s, s s$, and $s l$. Let us then define $Q(t s)$ by

$$
\begin{align*}
& Q(t s)=\left\{\left(a^{\mu}, b^{\mu}\right) \mid a^{2}=-1\right. \\
&\left.b^{2}=1, a^{0}>0, a . b=0\right\} \tag{2.8}
\end{align*}
$$

Since any pair ( $a^{\mu}, b^{\mu}$ ) $\in Q(t s)$ can be carried by a suitable $\mathrm{SO}(3,1)$ transformation to the standard pair $\left(e_{0}, e_{3}\right)$, it follows that $\mathrm{SO}(3,1)$ acts transitively on $Q(t s)$. Now the subgroup of $S O(3,1)$ leaving this representative pair invariant (i.e., leaving each of $e_{0}$ and $e_{3}$ invariant) is clearly $\operatorname{SO}(2)$ generated by $J_{3}[\mathrm{U}(1)$ within $\operatorname{SL}(2, C)]$, hence it follows that

$$
\begin{equation*}
Q(t s)=Q_{12}=G / F_{12}=\mathbf{S O}(3,1) / \mathbf{S O}(2) \tag{2.9}
\end{equation*}
$$

In a similar way we define

$$
\begin{equation*}
Q(s s)=\left\{\left(a^{\mu}, b^{\mu}\right) \mid a^{2}=b^{2}=1, a \cdot b=0\right\} \tag{2.10}
\end{equation*}
$$

This also carries a transitive action by $\operatorname{SO}(3,1)$, and the pair ( $e_{1}, e_{2}$ ) can be taken as a representative point. [In this case it must be understood that "points" of $Q(s s)$ are ordered pairs, and ( $a^{\mu}, b^{\mu}$ ) must be distinguished from ( $b^{\mu}, a^{\mu}$ ).] The transformations of $\mathrm{SO}(3,1)$ that leave both $e_{1}$ and $e_{2}$ invariant are pure Lorentz transformations in the three-direction, i.e., $\mathrm{SO}(1,1)$ with $K_{3}$ as its generator. This is the subgroup $F_{13}$ of the general classification, so

$$
\begin{equation*}
Q(s s)=Q_{13}=G / F_{13}=\operatorname{SO}(3,1) / \mathrm{SO}(1,1) \tag{2.11}
\end{equation*}
$$

Lastly in this category we have the manifold

$$
\begin{equation*}
Q(s l)=\left\{\left(a^{\mu}, b^{\mu}\right) \mid a^{2}=1, b^{2}=0, b^{0}>0, a . b=0\right\} \tag{2.12}
\end{equation*}
$$

for which a representative point is $\left(e_{2}, e_{0}+e_{3}\right)$. The stability group of this pair is generated by $N_{2}=J_{2}+K_{1}$, i.e., it is the subgroup $F_{14}$, so

$$
\begin{equation*}
Q(s l)=Q_{14}=G / F_{14} \tag{2.13}
\end{equation*}
$$

For an object with any one of the SOS's $Q_{12}, Q_{13}$, or $Q_{14}$ as internal space, we can use a suitable pair of vectors ( $a^{\mu}, b^{\mu}$ ) as internal coordinates.

The third and final type of configuration we consider is that provided by three mutually orthogonal unit vectors, say
$t s s$, of which the first is positive timelike and the other two spacelike. Once again the sequence in which the last two are given is important. In four-dimensional space-time such a triad ( $a^{\mu}, b^{\mu}, c^{\mu}$ ) can be completed to a tetrad by adjoining another unit spacelike vector orthogonal to each member of the triad, and with an unambiguous direction. A standard tetrad to which any other tetrad can be taken by a unique element of $\operatorname{SO}(3,1)$ is of course ( $e_{0}, e_{1}, e_{2}, e_{3}$ ). This suffices to show that

$$
\begin{align*}
Q(t s s)= & \left\{\left(a^{\mu}, b^{\mu}, c^{\mu}\right) \mid a^{2}=-1\right. \\
& \left.b^{2}=c^{2}=1, a^{0}>0, a . b=b . c=c . a=0\right\} \tag{2.14}
\end{align*}
$$

is a realization of the group $\operatorname{SO}(3,1)$ itself, i.e.,

$$
\begin{equation*}
Q(t s s)=Q_{15}=\operatorname{SO}(3,1)=\operatorname{SL}(2, c) / z_{2} \tag{2.15}
\end{equation*}
$$

From the discussion above it is clear that in the case of any manifestly covariant SOS the construction of a complete set of $\zeta$ 's is quite straightforward, since it is reduced to a geometrical problem that is easy to visualize. Once the $\zeta$ 's are in hand, the most general Lagrangian can be constructed as indicated in Eq. (2.1), and the constraints and dynamics can be studied. It goes without saying that in these cases it is always possible to couple $\dot{x}^{\mu}$ and the internal variables $q, \dot{q}$ nontrivially.

The use of $Q_{15}$ as the internal space is exemplified by the classic work of Hanson and Regge, ${ }^{7}$ as well as in the work of Halbwachs. ${ }^{11}$ In a sense $Q_{13}$ appears in the work of Cognola et al., ${ }^{12}$ except that the condition of transitive $G$ action is not imposed. The vector model of Mukunda et al. ${ }^{6}$ is based on $Q_{4}$ as the internal space. In Sec. VI, we shall use $Q_{13}$ as an illustrative example to develop a particular Lagrangian model with an interesting internal symmetry.

The remaining SOS's are $Q_{2}, Q_{5}^{\varphi}, Q_{7}, Q_{8}$, and $Q_{11}^{\varphi}$, of which the second and fifth are one-parameter families. Though $Q_{2}, Q_{7}$, and $Q_{8}$ can be visualized geometrically and group theoretically, none of them nor $Q_{5}{ }^{P}, Q_{11}^{\varphi}$ can be given a manifestly covariant description, and suitable methods are needed to handle them. To their development we now turn.

## III. METHOD OF ISOTOPY REPRESENTATIONDETERMINATION OF UNPHYSICAL SOS's

For any given SOS, the main kinematic or geometric problem to be solved first before the general Lagrangian (2.1) can be written is the construction of a complete set of $\zeta$ variables. In the process one would discover whether, in a given case, the $\dot{x}^{\mu}$ combine nontrivially with the internal $q$ 's and $\dot{q}$ 's in some of the $\xi$ 's. The successive steps one must go through in building up the $\zeta$ 's were briefly described in the previous section. For those SOS's that can be given a manifestly covariant description, this procedure can be essentially sidestepped in favor of direct geometrical arguments. However, for the remaining three discrete and two one-parameter families of possible $Q$ 's we have no alternative but to develop in detail the steps outlined in the previous section.

In order to keep track of the arguments and the algebra we shall name the steps of the procedure of Sec. II in this way. We call step $A_{0}$ the attempt to construct quantities of type $j$ on $Q$ for $j=\frac{1}{2}, 1, \frac{3}{2}, \ldots$. Next we call step $A_{1}$ the search for quantities of type $j$ on $T Q$, for $j=0, \frac{1}{2}, 1, \ldots$, which are linear in
the internal velocities $\dot{q}$. This is followed by step $A_{2}$ which is the search for quantities of type $j$ on $T Q$, again for $j=0, \frac{1}{2}, 1, \ldots$, which are quadratic in the $\dot{q}$. And then follow steps $A_{3}, \ldots$. All these steps must be gone through for each choice $Q$ of the SOS. To set up the necessary machinery required for these steps, we begin with some well-known properties of the transitive $G$ action on a coset space $Q=G$ / $H$ (Ref. 13.).

It will be adequate to describe both $Q$ and $T Q$ with local coordinates $q^{r}$ and $q^{r}, \dot{q}^{r}$, respectively; for convenience we sometimes write $v^{r}$ in place of $\dot{q}^{r}$. There is a distinguished "origin" in $Q$ which is denoted $q_{0}$ : it is the identity coset consisting of $H$ itself. An element $g \in G$ acting on $Q$ maps the point $q^{r}$ to an image point $q^{\prime r}$ : the dependence of $q^{\prime}$ on $g$ and $q$ is denoted by a set of functions $\varphi$ :

$$
\begin{equation*}
q^{\prime r}=\varphi^{r}(g ; q), \quad q^{\prime}, q \in Q, \quad g \in G \tag{3.1}
\end{equation*}
$$

Sometimes to save on symbols we write $g q$ for $\varphi(g ; q)$. Two immediate properties of $\varphi$ are

$$
\begin{align*}
& \varphi^{r}(e ; q)=q^{r}  \tag{3.2a}\\
& \varphi^{r}\left(h ; q_{0}\right)=q_{0}^{r}, \quad h \in H . \tag{3.2b}
\end{align*}
$$

The fact that the point transformations $\varphi$ follow the composition law of $\boldsymbol{G}$ leads to the functional relations

$$
\varphi\left(g_{2} ; \varphi\left(g_{1} ; q\right)\right)=\varphi\left(g_{2} g_{1} ; q\right)
$$

i.e.,

$$
\begin{equation*}
\varphi\left(g_{2} ; g_{1} q\right)=\varphi\left(g_{2} g_{1} ; q\right) \tag{3.3}
\end{equation*}
$$

The transformation law for the velocities $\dot{q}^{r}$ is linear, with coefficients generally dependent on $q$. It involves the Jacobian matrix $M(g ; q)$ of the point transformation $\varphi$, with elements

$$
\begin{equation*}
M_{s}^{r}(g ; q)=\frac{\partial \varphi^{r}(g ; q)}{\partial q^{s}} \tag{3.4}
\end{equation*}
$$

The superscript (subscript) is the row (column) index. Then a point $(q, v) \in T Q$ consisting of $q \in Q$ and a velocity vector $v \in T_{q} Q$ is carried by $g \in G$ to $\left(q^{\prime}, v^{\prime}\right) \in T Q$, where $q^{\prime}$ is given by Eq. (3.1) and

$$
\begin{equation*}
v^{\prime r}=M_{s}^{r}(g ; q) v^{s} \tag{3.5}
\end{equation*}
$$

In a compact way the action of $G$ on $T Q$ can be written as

$$
\begin{equation*}
(q, v) \stackrel{g \in G}{\rightarrow}(\varphi(g ; q), M(g ; q) v) . \tag{3.6}
\end{equation*}
$$

The properties of $\varphi^{r}$ imply corresponding properties for $M$ which help reduce the latter to its essential elements. Thus by differentiating Eqs. (3.3) and (3.2a), respectively, with respect to $q$ we get a functional equation for $M$, and its value at the identity of $G$ :

$$
\begin{align*}
& M\left(g_{2} g_{1} ; q\right)=M\left(g_{2} ; g_{1} q\right) M\left(g_{1} ; q\right),  \tag{3.7a}\\
& M(e ; q)=1 \tag{3.7b}
\end{align*}
$$

Two important consequences follow from here on suitable choices of arguments:

$$
\begin{align*}
& M(g ; q)^{-1}=M\left(g^{-1} ; g q\right)  \tag{3.8a}\\
& M\left(h_{2} ; q_{0}\right) M\left(h_{1} ; q_{0}\right)=M\left(h_{2} h_{1} ; q_{0}\right) \tag{3.8b}
\end{align*}
$$

We see from the second of these that the matrices $M\left(h ; q_{0}\right)$
provide us with a linear representation of the subgroup $H \subset G$ which leaves the distinguished point $q_{0} \in Q$ invariant. This is called the isotopy representation of $H$ associated with the transitive action of $G$ on $G / H$; it is of the same dimension as $G / H$ and will be written $D(h)$ :

$$
\begin{equation*}
M\left(h ; q_{0}\right)=D(h), \quad h \in H . \tag{3.9}
\end{equation*}
$$

It will play an important role in the sequel. By setting $q \rightarrow q_{0}$, $g \rightarrow h \in H$ in Eq. (3.6) we see that the isotopy representation is the one by which the velocities $v^{r}$ at $q_{0}$ transform when one applies an element $h \in H$ :

$$
\left(q_{0}, v\right) \xrightarrow{h \in H}\left(q_{0}, D(h) v\right) .
$$

The functional equation (3.7a) can be exploited to express $M(g ; q)$ for general arguments entirely in terms of $D(h)$ and a matrix function of $q$ alone. ${ }^{14}$ For this, some choice of an element $l(q) \in G$ must be made for each $q \in Q$ such that

$$
\begin{equation*}
\varphi\left(l(q) ; q_{0}\right)=q . \tag{3.11}
\end{equation*}
$$

We agree to set $l\left(q_{0}\right)=e$. It is then easy to see that for any $g \in G$ and $q \in Q$,

$$
\begin{equation*}
h(g, q) \equiv l(g q)^{-1} g l(q) \in H . \tag{3.12}
\end{equation*}
$$

Then by manipulating the arguments of the $M$ 's in Eq. (3.7a) and also using Eq. (3.8a) we obtain

$$
\begin{equation*}
M(g ; q)=M\left(l(g q) ; q_{0}\right) D(h(g, q)) M\left(l(q) ; q_{0}\right)^{-1} . \tag{3.13}
\end{equation*}
$$

Therefore $M(g ; q)$ is determined for all $g$ and $q$ by the isotopy representation matrices $D(h)$ for all $h \in H$, and one Jacobian matrix $M\left(l(q) ; q_{0}\right)$ for each $q \in Q$. This breakup of $M(g ; q)$ suggests, in conjunction with the transformation law for the velocities $\dot{q}=v$ appearing in Eqs. (3.5) and (3.6), that we define auxiliary quantities $w \in T_{q} Q$ in this way:

$$
\begin{equation*}
w=M\left(l(q) ; q_{0}\right)^{-1} v . \tag{3.14}
\end{equation*}
$$

These quantities $w^{r}$ are like angular velocity components, being linear combinations of the true velocities $v^{r}$ with $q$ dependent coefficients. When $q$ is mapped to $q^{\prime}=g q$ by $g \in G$, then $w \in T_{q} Q$ is taken to $w^{\prime} \in T_{q^{\prime}} Q$ by a matrix of the isotopy representation:

$$
\begin{equation*}
w^{\prime}=D(h(g, q)) w \tag{3.15}
\end{equation*}
$$

With this machinery relating to the action of $G$ on $G / H$, we can tackle the problem of constructing the $\zeta$ 's.

We consider step $A_{0}$ first. Let us denote by $(\mathscr{D}(j)(g))$ the matrices of the representation $(j, j)$ of $G$-this notation is hereafter used in place of the previous $D^{(j, j)}$ to avoid overuse of the letter $D$ already earmarked for the isotopy representa-tion-and by $\mathscr{V}^{(j)}$ the vector space carrying this representation. The relevant values of $j$ are $\frac{1,1,3,2}{2} \ldots$; and for given $j$ we ask if we can find $(2 j+1)^{2}$ functions $V_{A}(q)$ on $Q$ (arranged into a column vector) obeying the functional equation

$$
\begin{equation*}
V(g q)=\mathscr{D}^{(j)}(g) V(q) . \tag{3.16}
\end{equation*}
$$

The necessary and sufficient conditions for existence of such $V(q)$ can be derived by a three stage argument. First we set $q \rightarrow q_{0}, g \rightarrow h \in H$ in (3.16) to get a condition on $V\left(q_{0}\right)=f \in \mathscr{V}^{(j)}:$
$\mathscr{D}^{(j)}(h) f=f$, all $h \in H$.

Suppose there is a nonvanishing solution $f$. It means that $\mathscr{V}^{(j)}$ contains a one-dimensional subspace spanned by $f$, invariant under the representation of $H$ obtained by restricting the representation $\mathscr{D}^{(j)}$ of $G$ to $H$. (Of course there may be several independent $f$ 's.) Next we take $q \rightarrow q_{0}, g \rightarrow l(q)$ in (3.16) to get a determination of $V(q)$ at all $q \in Q$ in terms of $f:$

$$
\begin{equation*}
V(q)=\mathscr{D}^{(j)} l(q) \mid f . \tag{3.18}
\end{equation*}
$$

Because of Eq. (3.17), $V(q)$ so determined is independent of the precise choice of $l(q)$ as long as the requirement (3.11) is met. The third and final stage is to confirm that $V(q)$ so determined does obey condition (3.16); this is easily done, and once again it uses the property (3.17) of $f$. The result for step $A_{0}$ of this three stage analysis can be expressed in two equivalent ways: (a) a nonvanishing quantity of type $j$ can be found on $Q$ if and only if the representation $\mathscr{D}^{(j)}(h)$ of $H$ contains the identity or trivial representation of $H$; and (b) $\mathscr{V}^{(j)}$ must contain a vector $f$ whose stability group is larger than or equal to $H$.

Next we turn to step $A_{1}$, the attempt to construct quantities of type $j$ linear in $\dot{\boldsymbol{q}}$, for $j=0, \frac{2}{2}, 1, \ldots$. It is convenient to express such a collection of $(2 j+1)^{2}$ functions on $T Q$, $V_{A}(q, \dot{q})$, as linear combinations of the $w^{r}$ :

$$
\begin{equation*}
V_{A}(q, \dot{q})=F_{A r}(q) w^{r} . \tag{3.19}
\end{equation*}
$$

The property of $V(q, \dot{q})$ is that when $q$ and $w$ are transformed to $q^{\prime}$ and $w^{\prime}$ by an element $g \in G$, following Eqs. (3.1) and (3.15), then $V=F w$ transforms by $\mathscr{D}^{(j)}(g)$ :

$$
\begin{equation*}
F_{A r}\left(q^{\prime}\right) w^{\prime r}=\mathscr{D}\left({ }_{A B}(g) F_{B r}(q) w^{r} .\right. \tag{3.20}
\end{equation*}
$$

This means that $F_{A r}(q)$ must obey the functional equation

$$
\begin{equation*}
D_{r}^{\prime}(h(g, q)) F_{A r}(g q)=\mathscr{D}_{A B}^{(j)}(g) F_{B r}(q), \tag{3.21}
\end{equation*}
$$

for all $q \in Q, g \in G$. The general solution to this equation can be developed by a three-stage argument in the same pattern as with step $A_{0}$. First set $q \rightarrow q_{0}, g \rightarrow h \in H$ in (3.21); $F\left(q_{0}\right)$ is then required to obey
$\mathscr{D}_{A B}^{(j)}(h) F_{B r}\left(q_{0}\right)=D^{r}{ }_{r}(h) F_{A r^{\prime}}\left(q_{0}\right)$, all $h \in H$.
The invariant interpretation of this requirement will be given later; for the present assume a nonzero $F\left(q_{o}\right)$ can be found. Next set $q \rightarrow q_{0}, g \rightarrow l(q)$ in (3.21), to determine $F(q)$ at all $q \in Q$ in terms of $F\left(q_{0}\right)$ :

$$
\begin{equation*}
\left.F_{A r}(q)=\mathscr{D}_{A B}^{(j)} l(q)\right) F_{B r}\left(q_{0}\right) . \tag{3.23}
\end{equation*}
$$

Here in contrast to Eq. (3.18) of step $A_{0}$, the choice of $l(q)$ is relevant in determining $F(q)$ (Ref. 15). The third stage is to verify that this $F(q)$ does obey the condition (3.21) for all $g$. It is easily verified that this is so, thanks to Eq. (3.22). The necessary and sufficient condition to be able to find a quantity of type $j$ linear in $\dot{q}$ is thus that there should be nonzero quantities $F_{A r}\left(q_{0}\right)$ connecting $\mathscr{D}^{(j)}(h)$ and $D(h)$ in the manner of Eq. (3.22). The interpretation of this intertwining relation is as follows. Regard each column $F_{A r}\left(q_{0}\right), r$ fixed, as a vector with $(2 j+1)^{2}$ components in $\mathscr{V}^{(j)}$ : the $r$ th vector $f_{r}$ has $F_{A r}\left(q_{0}\right)$ for its $A$ th component. Then writing Eq. (3.22) as

$$
\begin{equation*}
\mathscr{D}^{(j)}(h) f_{r}=D_{r}^{\prime}{ }_{r}(h) f_{r}, \tag{3.24}
\end{equation*}
$$

we read it as requiring that the action of $\mathscr{D}^{(j)}(h)$ on the $r$ th vector $f_{r} \in \mathscr{V}^{(j)}$ must be to produce a linear combination of
all the $f$ 's with the matrix elements $D^{r}{ }_{r}(h)$ of the isotopy representation as coefficients. There is no condition here that these vectors $f_{r}$ must be linearly independent.

Step $A_{2}$ can be handled in a similar manner. The $(2 j+1)^{2}$ quantities $V_{A}(q, \dot{q})$ of type $j$, quadratic in $\dot{q}$, are written as

$$
\begin{equation*}
V_{A}(q, \dot{q})=F_{A r s}(q) w^{\prime} w^{s}, \tag{3.25}
\end{equation*}
$$

with coefficient functions $F_{A r s}(q)$ symmetric in $r s$. It is now easy to see that Eq. (3.20) is here replaced by

$$
\begin{equation*}
F_{A r s}\left(q^{\prime}\right) w^{\prime r} w^{\prime s}=\mathscr{D}_{A B}^{(j)}(g) F_{B r s}(q) w^{r} w^{s} \tag{3.26}
\end{equation*}
$$

which in turn leads to the basic functional equation

$$
\begin{align*}
& \mathscr{D}_{A B}^{(j)}(g) F_{B r s}(q) \\
& =D_{r}{ }_{r}(h(g, q)) D^{s^{\prime}}(h(g, q)) F_{A r s^{\prime}}(g q) . \tag{3.27}
\end{align*}
$$

The first stage of the three stage analysis is to take $q \rightarrow q_{0}$, $g \rightarrow h \in H$ : then $F_{A r s}\left(q_{0}\right)$ must obey

$$
\begin{align*}
\mathscr{D}_{A B}^{(j)}(h) F_{B r s}\left(q_{0}\right)= & D_{r}^{r_{r}}(h) D^{s^{\prime}}(h) F_{A r s^{\prime}}\left(q_{0}\right) \\
& \text { all } h \in H . \tag{3.28}
\end{align*}
$$

The second stage is to set $q \rightarrow q_{0}, g \rightarrow l(q)$ in (3.27), which determines $F(q)$ all over $Q$ :

$$
\begin{equation*}
F_{A r s}(q)=\mathscr{D}_{A B}^{(j)}(l(q)) F_{B r s}\left(q_{0}\right) . \tag{3.29}
\end{equation*}
$$

Here again, as with step $A_{1}$, the choice of $l(q)$ does affect the value of $F(q)$ (Ref. 15). The third and final stage is to confirm that the $F(q)$ so determined does obey (3.27), and this is straightforward. The necessary and sufficient condition to be able to find a quantity of type $j$ on $T Q$ quadratic in $\dot{q}$ is thus that there should be a nonzero $F\left(q_{0}\right)$ obeying Eq. (3.28). We can again interpret this in an intrinsic manner: We require a set of vectors $f_{r s}=f_{s r} \in \mathscr{V}^{(j)}$, the $A$ th component of $f_{r s}$ being $F_{A r s}\left(q_{0}\right)$, which behave under the action of $\mathscr{D}^{(j)}(h)$ in the following manner:

$$
\begin{equation*}
\mathscr{D}^{(j)}(h) f_{r s}=D_{r}^{r^{\prime}}(h) D_{s}^{s^{\prime}}(h) f_{r^{\prime}} \tag{3.30}
\end{equation*}
$$

Generalizing the requirements (3.17), (3.24), (3.30) in steps $A_{0}, A_{1}, A_{2}$, the pattern for $A_{3}, \ldots$ is clear.

In order to solve the above requirements in any particular case, it is more convenient to deal with their infinitesimal forms corresponding to the Lie algebra $\mathfrak{h}$ of $H$. Let $H_{a}$, $a=1, \ldots, 6-\operatorname{dim} Q$, be a basis for $\mathfrak{h}$. They are linear combinations of the generators $J_{j}, K_{j}$ of g . The symbols $J_{j}, K_{j}, H_{a}$ will be used both for the abstract generators and for their representatives in any of the representations $\mathscr{D}^{(j)}(g)$ of $G$ of interest to us. On the other hand, the generator matrices of the isotopy representation $D(h)$ of $H$ will be written $\left(h_{a}\right)_{s}^{r}$, consistent with the arrangement of indices on $M(g ; q)$ and $D(h)$. These matrices $h_{a}$ are easy to obtain from the Lie bracket relations of $g$. For, suppose we extend $H_{a}$ to a basis for $g$ by adjoining additional elements $P_{r}, r=1, \ldots, \operatorname{dim} Q$. In a suitable neighborhood of the identity in $G$, each $g \in G$ can be uniquely expressed as a product $\exp \left(q^{r} P_{r}\right) \exp \left(\xi^{a} H_{a}\right)$, so ( $q^{r}, \xi^{a}$ ) are (local) coordinates for $G$; while $\exp \left(q^{r} P_{r}\right)$ and $q^{r}$ are (local) coset representatives and coordinates respectively for $Q=G / H$. By premultiplying $\exp \left(q^{r} P_{r}\right)$ by an (infinitesimal) element of $H$ and following through the changes caused in the $q^{r}$, we find that the matrices $\left(h_{a}\right)^{r}{ }_{s}$ can be read off from the bracket relations involving an $H_{a}$ and a $P_{r}$ :

$$
\begin{equation*}
\left[H_{a}, P_{r}\right]=\left(h_{a}\right)_{r}^{s} P_{s}+\text { terms in } \mathfrak{h} \tag{3.31}
\end{equation*}
$$

The infinitesimal versions of Eqs. (3.17), (3.24), and (3.30) can now be written. They are
step $A_{0}: \quad H_{a} f=0 ;$
step $A_{1}: \quad H_{a} f_{r}=\left(h_{a}\right)^{r^{\prime}}{ }_{r} f_{r^{\prime}}$;
step $A_{2}: H_{a} f_{r s}=\left(h_{a}\right)^{r}{ }_{r} f_{r s}+\left(h_{a}\right)^{s}{ }_{s} f_{r s^{\prime}}, \quad f_{r s}=f_{s r} ;$
(3.32c)
and so on for the later steps $A_{3}, \ldots$.
We now apply the methods developed above to show that for the second-order internal spaces $Q_{2}, Q_{5}^{\varphi}$, and $Q_{7}$ there are no $\zeta$ 's at all and hence no possibility of coupling space-time and internal variables in these cases. We shall treat these $Q$ 's in the sequence $Q_{2}, Q_{7}$, and $Q_{\xi}{ }_{\xi}$. The following notations for combinations of the generators $J_{j}, K_{j}$ of $g$ will be useful (the $N$ 's have been already used):

$$
\begin{align*}
& N_{1}=J_{1}-K_{2}, \quad N_{2}=J_{2}+K_{1} ; \\
& J_{\varphi}=\sin \varphi J_{3}+\cos \varphi K_{3}, \quad 0<\varphi<\pi / 2 \text { or } \pi / 2<\varphi<\pi ; \\
& P_{1}=J_{1}+K_{2}, \quad P_{2}=J_{2}-K_{1}  \tag{3.33}\\
& P_{\varphi}=\cos \varphi J_{3}-\sin \varphi K_{3} .
\end{align*}
$$

Subscripts $a, b, \ldots$ will be used to go over the two "transverse" values 1,2 . An elementary lemma relating to the representations $\mathscr{D}^{(j)}(g)$ of $G$ for $j \geqslant \frac{1}{2}$, proved in the Appendix, will be of great use in the sequel. It states that if a vector $f \in \mathscr{V}^{(j)}$ is annihilated by $N_{a}$ and is an eigenvector of $K_{3}$ with a real nonnegative eigenvalue, then $f$ vanishes identically

$$
\left.\begin{array}{l}
N_{a} f=0, \quad a=1,2  \tag{3.34}\\
K_{3} f=\lambda f, \quad \lambda \geqslant 0
\end{array}\right\} \Rightarrow f=0
$$

The case $Q_{2}=G / F_{2}$ : The four generators of $F_{2}$ are $J_{3}, K_{3}$, and $N_{a}, a=1,2$. To extend these to a basis for $g$ we choose the two additional elements $P_{a}, a=1,2$. The commutators of the form [ $H, P]$ appearing in Eq. (3.31) have the values

$$
\begin{align*}
& {\left[J_{3}, P_{a}\right]=\epsilon_{a b} P_{b}} \\
& {\left[K_{3}, P_{a}\right]=P_{a}}  \tag{3.35}\\
& {\left[N_{a}, P_{b}\right]=2 \delta_{a b} K_{3}+2 \epsilon_{a b} J_{3}}
\end{align*}
$$

Therefore the $2 \times 2$ matrices that generate the isotopy representation of $F_{2}$ can be read off:

$$
J_{3} \rightarrow\left(\begin{array}{rr}
0 & -1  \tag{3.36}\\
1 & 0
\end{array}\right), \quad K_{3} \rightarrow\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad N_{a} \rightarrow\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right)
$$

(This is therefore a nonfaithful representation of $F_{2}$.) Let us now examine step $A_{0}$ for this case. We seek a vector $f \in \mathscr{V}^{(I)}$, for $j \geqslant \frac{1}{2}$, annihilated by all four generators $J_{3}, K_{3}$, and $N_{a}$ : by the lemma, $f$ vanishes and so there are no quantities of type $j$ on $Q_{2}$ for any $j \geqslant \frac{1}{2}$. Next we examine steps $A_{1}, A_{2}, \ldots$. We can quite easily deal with the general step $A_{n}$ for any $n>1$. We are required to find vectors $f_{a, a_{2} \cdots a_{n}} \in \mathscr{V}^{(j)}$, symmetric in all the $a$ 's and with each $a=1,2$, obeying on account of (3.36) the conditions

$$
\begin{align*}
& N_{a} f_{a, a_{2} \cdots a_{n}}=0, \\
& K_{3} f_{a, a_{2} \cdots a_{n}}=n f_{a, a_{2} \cdots a_{n}} \tag{3.37}
\end{align*}
$$

The values of $j$ of interest here are $j=0, \frac{1}{2}, 1, \ldots$ If $j=0$, the left-hand sides vanish, then so does $f_{a_{1} a_{2} \cdots a_{n}}$ since $n \geqslant 1$. If $j \geqslant \frac{1}{2}$, the lemma immediately tells us again that $f_{a_{1} \cdots a_{n}}=0$. Therefore no quantities of type $j$ on $T Q_{2}$, for any $j=0, \frac{1}{2}, \ldots$, and of any degree $n=1,2, \ldots$ in the $\dot{q}$, can be constructed. This completes the proof for this case that no $\xi$ 's exist.

The case $Q_{7}=G / F_{7}$ : The three generators of $F_{7}$ are $K_{3}$ and $N_{a}$. We extend them to a basis for $g$ by taking $P_{1}, P_{2}$ as defined in (3.33) and $P_{3}=J_{3}$. From the subset of commutation relations of $g$,

$$
\begin{align*}
& {\left[K_{3}, P_{a}\right]=P_{a}, \quad\left[K_{3}, P_{3}\right]=0,} \\
& {\left[N_{a}, P_{b}\right]=2 \delta_{a b} K_{3}+2 \epsilon_{a b} P_{3},}  \tag{3.38}\\
& {\left[N_{a}, P_{3}\right]=-\epsilon_{a b} N_{b},}
\end{align*}
$$

we infer that the $3 \times 3$ matrices generating the isotopy representation of $F_{7}$ are

$$
\begin{align*}
& K_{3} \rightarrow\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right), \\
& N_{1} \rightarrow\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 2 & 0
\end{array}\right),  \tag{3.39}\\
& N_{2} \rightarrow\left(\begin{array}{rll}
0 & 0 & 0 \\
0 & 0 & 0 \\
-2 & 0 & 0
\end{array}\right) .
\end{align*}
$$

Step $A_{0}$ for $Q_{7}$ can be handled as in the case of $Q_{2}$ : we need a vector $f \in \mathscr{V}^{(j)}, j \geqslant \frac{1}{2}$, annihilated by $N_{a}$ and $K_{3}$, and by the lemma $f=0$. Therefore there are no quantities of type $j$ on $Q_{7}$ for any $j \geqslant \frac{1}{2}$. Turning next to step $A_{n}$ for general $n \geqslant 1$ : we seek a system of vectors $f_{r_{1} r_{2} \cdots r_{n}} \in \mathscr{V}^{(j)}$, symmetric in the $r^{\prime}$ s and with each $r=1,2,3$, behaving in a suitable way under action by $N_{a}$ and $K_{3}$. The symmetry in the indices allows us to write $f_{n_{1}, n_{2}, n_{3}}$ for these vectors where $n_{1}+n_{2}+n_{3}=n$ and $n_{1}$ is the number of 1's, $n_{2}$ the number of 2 's, $n_{3}$ the number of 3's in the collection $r_{1} r_{2} \cdots r_{n}$. Then by using the isotopy generator matrices (3.39) and extending the pattern of Eqs. (3.32), we see that $f_{n_{1}, n_{2}, n_{3}} \in \mathscr{V}^{(j)}$ must obey
$N_{1} f_{n_{1}, n_{2}, n_{3}}=2 n_{2} f_{n_{1}, n_{2}-1, n_{3}+1}$,
$N_{2} f_{n_{1}, n_{2}, n_{3}}=-2 n_{1} f_{n_{1}-1, n_{2}, n_{3}+1}$,
$K_{3} f_{n_{1}, n_{2}, n_{3}}=\left(n_{1}+n_{2}\right) f_{n_{1, n_{2}, n_{3}}}, \quad\left(n_{1}+n_{2}\right) \geqslant 0$.
The range of $j$ values here is $0, \frac{1}{2}, 1, \ldots$. For $j=0$, the left-hand sides vanish, so the only possibly nonvanishing $f$ is $f_{0,0, n}$. But by taking, say, $n_{1}=0, n_{2}=1, n_{3}=n-1$ in (3.40a) we see that $f_{0,0, n}=0$ as well. For $j \geqslant \frac{1}{2}$ we use a stepwise argument. The lemma shows to begin with that $f_{0,0, n}=0$. Using this we see next that the two vectors $f_{1,0, n-1}$ and $f_{0,1, n-1}$ must be annihilated by $N_{a}$ and are eigenvectors of $K_{3}$ with eigenvalue +1 . By the lemma they must both vanish. At the next step the three vectors $f_{2,0, n-2}, f_{1,1, n-2}, f_{0,2, n-2}$ are seen to vanish; and so on for all $f_{n_{1}, n_{2}, n_{3}}$. Thus no quantities of type $j$ on $T Q_{7}$, for any $j=0, \frac{1}{2}, \ldots$, and of any degree $n=1,2, \ldots$ in the $\dot{q}$, can be constructed. In this case too, there are no $\xi$ 's.

The case $Q_{\xi}^{\varphi}=G / F_{\xi}^{\varphi}$ : The three generators of $F_{\xi}^{\varphi}$ are $J_{\varphi}$, $N_{1}$, and $N_{2}$. These are extended to a basis for $g$ by adjoining
the three elements $P_{1}, P_{2}$, and $P_{3}=P_{q}$ of Eq. (3.33). The commutators among the two sets are

$$
\begin{align*}
{\left[J_{\varphi}, P_{a}\right]=} & \cos \varphi P_{a}+\sin \varphi \epsilon_{a b} P_{b} \\
{\left[J_{\varphi}, P_{3}\right]=} & 0 \\
{\left[N_{a}, P_{b}\right]=} & 2 \delta_{a b}\left(\cos \varphi J_{\varphi}-\sin \varphi P_{\varphi}\right)  \tag{3.41}\\
& \quad+2 \epsilon_{a b}\left(\sin \varphi J_{\varphi}+\cos \varphi P_{\varphi}\right), \\
{\left[N_{a}, P_{3}\right]=} & -\sin \varphi N_{a}-\cos \varphi \epsilon_{a b} N_{b}
\end{align*}
$$

Therefore the $3 \times 3$ matrices generating the isotopy representation of $F_{5}^{q}$ are

$$
\begin{align*}
& J_{\varphi} \rightarrow\left(\begin{array}{ccc}
\cos \varphi & -\sin \varphi & 0 \\
\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 0
\end{array}\right), \\
& N_{1} \rightarrow\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-2 \sin \varphi & +2 \cos \varphi & 0
\end{array}\right),  \tag{3.42}\\
& N_{2} \rightarrow\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-2 \cos \varphi & -2 \sin \varphi & 0
\end{array}\right) .
\end{align*}
$$

We shall examine steps $A_{0}, A_{1}$, and $A_{2}$ in sequence in this case since unlike the two previous cases it is now a bit cumbersome to deal directly with a general $A_{n}$. Let us first take $A_{0}$. For some $j \geqslant \frac{1}{2}$ we seek a vector $f$ annihilated by all the generators of $F_{5}^{\varphi}$ :

$$
\begin{equation*}
N_{a} f=J_{\varphi} f=0, \quad f \in \mathscr{V}^{(j)} \tag{3.43}
\end{equation*}
$$

In the notation of the Appendix, the first two conditions determine $f$ to be a multiple of the basis vector $\psi_{j,-j}^{(j)}$ of the space $\mathscr{V}^{(j)}$ :

$$
\begin{equation*}
N_{a} f=0 \Rightarrow f=c \cdot \psi_{j_{1}-j}^{(j)} \tag{3.44}
\end{equation*}
$$

Now on this basis vector we have [Eq. (A7)]

$$
\begin{align*}
& J_{3} \psi_{j,-j}^{(j)}=0  \tag{3.45}\\
& K_{3} \psi_{j,-j}^{(j)}=-2 j \psi_{j,-j}^{(j)}
\end{align*}
$$

so the third condition on $f$,

$$
\begin{align*}
J_{\varphi} f & =c \cdot\left(\sin \varphi J_{3}+\cos \varphi K_{3}\right) \psi_{j,-j}^{(j)} \\
& =-2 j c \cdot \cos \varphi \psi_{j,-j}^{(j)}=0, \tag{3.46}
\end{align*}
$$

determines $c=0$ since both $j$ and $\cos \varphi$ are nonzero. Thus we see fairly easily that there are no quantities of type $j$ for $j \geqslant \frac{1}{2}$ on $Q^{q}$.

Next we take up step $A_{1}$. Here for some $j \geqslant 0$, we seek three vectors $f_{r} \in \mathscr{V}^{(j)}, r=1,2,3$, obeying

$$
\begin{align*}
N_{1}\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & -2 \sin \varphi \\
0 & 0 & 2 \cos \varphi \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right) \\
N_{2}\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{lll}
0 & 0 & -2 \cos \varphi \\
0 & 0 & -2 \sin \varphi \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)  \tag{3.47}\\
J_{\varphi}\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right)=\left(\begin{array}{ccc}
\cos \varphi & \sin \varphi & 0 \\
-\sin \varphi & \cos \varphi & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3}
\end{array}\right) .
\end{align*}
$$

For $j=0$, since the left-hand sides vanish, and both $\cos \varphi$ and $\sin \varphi$ are nonzero, the vanishing of all $f_{r}$ follows. Thus there are no Lorentz scalars on $T Q_{5}^{\varphi}$ linear in the $\dot{q}$ 's. For $j \geqslant \frac{1}{2}$ : we see that $f_{3}$ must be annihilated by $N_{a}$ and $J_{\varphi}$, so by the argument just used for step $A_{0}$ it follows that $f_{3}=0$. Using this we get for $f_{1}$ and $f_{2}$ :

$$
\begin{align*}
N_{a} f_{b}=0 & \Rightarrow f_{a}=c_{a} \psi_{j,-j}^{(j)} \\
& \Rightarrow J_{q} f_{a}=-2 j \cos \varphi f_{a} \tag{3.48}
\end{align*}
$$

This combined with the third equation of (3.47) demands that $f_{a}$ fulfill

$$
\left(\begin{array}{rr}
\cos \varphi & \sin \varphi  \tag{3.49}\\
-\sin \varphi & \cos \varphi
\end{array}\right)\binom{f_{1}}{f_{2}}=-2 j \cos \varphi\binom{f_{1}}{f_{2}}
$$

But this forces $f_{a}=0$ since the $2 \times 2$ matrix on the left has eigenvalues $e^{ \pm i \varphi}$ that have nonvanishing imaginary parts. Thus the answer to $\operatorname{step} A_{1}$ for $Q{ }_{\xi}^{\varphi}$ is that there are no quantities of type $j$ linear in $\dot{q}$ for any $j=0, \frac{1}{2}, 1, \ldots$.

For step $A_{2}$, we need six vectors $f_{r s}=f_{s r} \in \mathscr{V}^{(j)}$, $j=0, \frac{1}{2}, \ldots$, obeying

These effects of $N_{a}$ and $J_{\varphi}$ are obtained by iterating Eqs. (3.47) on each index on $f_{r s}$. For $j=0$, since both $\cos \varphi$ and $\sin \varphi$ are nonzero, the vanishing of $N_{a}$ and $J_{\varphi}$ forces $f_{r s}=0$. (While the vanishing of $f_{13}, f_{23}$, and $f_{33}$ is immediate, for $f_{11}$, $f_{12}$, and $f_{22}$ a little work is needed.) For $j \geqslant \frac{1}{2}$, the conditions on $f_{33}$ are the same as on $f$ in step $A_{0}$, therefore $f_{33}=0$. Using this, the conditions on $f_{13}$ and $f_{23}$ are the same as on $f_{1}$ and $f_{2}$ in step $A_{1}$ (after $f_{3}=0$ had been established there), so $f_{13}=f_{23}=0$. It remains to examine the conditions on $f_{a b}, a$ and $b=1,2$, taking into account $f_{r 3}=0$. We have to solve

$$
N_{a} f_{b c}=0,
$$

$$
J_{\varphi}\left(\begin{array}{l}
f_{11}  \tag{3.51}\\
f_{12} \\
f_{22}
\end{array}\right)=\left(\begin{array}{crl}
2 \cos \varphi & 2 \sin \varphi & 0 \\
-\sin \varphi & 2 \cos \varphi & \sin \varphi \\
0 & -2 \sin \varphi & 2 \cos \varphi
\end{array}\right)\left(\begin{array}{l}
f_{11} \\
f_{12} \\
f_{22}
\end{array}\right)
$$

$$
\begin{align*}
& N_{1}\left(\begin{array}{l}
f_{11} \\
f_{12} \\
f_{13} \\
f_{22} \\
f_{23} \\
f_{33}
\end{array}\right)=\left(\begin{array}{c}
-4 \sin \varphi f_{13} \\
2 \cos \varphi f_{13}-2 \sin \varphi f_{23} \\
-2 \sin \varphi f_{33} \\
4 \cos \varphi f_{23} \\
2 \cos \varphi f_{33} \\
0
\end{array}\right), \\
& N_{2}\left(\begin{array}{l}
f_{11} \\
f_{12} \\
f_{13} \\
f_{22} \\
f_{23} \\
f_{33}
\end{array}\right)=\left(\begin{array}{c}
-4 \cos \varphi f_{13} \\
-2 \sin \varphi f_{13}-2 \cos \varphi f_{23} \\
-2 \cos \varphi f_{33} \\
-4 \sin \varphi f_{23} \\
-2 \sin \varphi f_{33} \\
0
\end{array}\right),  \tag{3.50}\\
& J_{\varphi}\left(\begin{array}{l}
f_{11} \\
f_{12} \\
f_{13} \\
f_{22} \\
f_{23} \\
f_{33}
\end{array}\right)=\left(\begin{array}{c}
2 \cos \varphi f_{11}+2 \sin \varphi f_{12} \\
-\sin \varphi f_{11}+2 \cos \varphi f_{12}+\sin \varphi f_{22} \\
\cos \varphi f_{13}+\sin \varphi f_{23} \\
-2 \sin \varphi f_{12}+2 \cos \varphi f_{22} \\
-\sin \varphi f_{13}+\cos \varphi f_{23} \\
0
\end{array}\right) .
\end{align*}
$$

By a now familiar argument, the first two conditions on $f_{a b}$ force each $f_{a b}$ to be a multiple of $\psi_{j,-j}^{(j)}$ and therefore an eigenvector of $J_{\varphi}$ with eigenvalue $-2 j \cos \varphi$. However the eigenvalues of the $3 \times 3$ matrix appearing in the $J_{\varphi}$ condition are $2 e^{i \varphi}, 2 e^{-i \varphi}$, and $2 \cos \varphi$ corresponding to the combinations $f_{11}-f_{22}-2 i f_{12}, f_{11}-f_{22}+2 i f_{12}$, and $f_{11}+f_{22}$, respectively; and each of these eigenvalues is definitely distinct from $-2 j \cos \varphi$. It is by this delicate argument that we conclude that $f_{a b}$ must also vanish, so the answer to step $A_{2}$ is that there are no quantities of type $j=0, \frac{1}{2}, 1, \ldots$ on $T Q_{5}^{\varphi}$, quadratic in the $\dot{q}$ 's. The analysis of steps $A_{3}, \ldots$ follows a similar pattern.

As we shall mention in the concluding section, both $Q_{2}$ and $Q_{7}$ can be visualized geometrically even though they are not manifestly covariant, nevertheless the detailed analysis of this section is needed to see that there are no $\xi$ 's in these cases as well as in $Q_{5}^{\varphi}$.

## IV. PHYSICAL NONMANIFESTLY COVARIANT SOS'S

The SOS's that have still to be examined, to see if nontrivial $\zeta$ 's can be constructed, are $Q_{8}=G / F_{8}$ and $Q_{11}^{\varphi}$ $=G / F_{11}^{\varphi}$. We shall tackle them in this section. For $Q_{8}$ a geometrical argument shows that nontrivial $\zeta$ 's certainly exist, while a complete treatment (here omitted) must use the methods of the previous section. For $Q_{11}^{\varphi}$ those methods are essential to show that $\zeta$ 's do exist.

We take up $Q_{8}=G / F_{8}$ first. The subgroup $F_{8}$ is generated by $K_{3}$ and $N_{2}$. These generators belong to the su(1,1) subalgebra of $g$ spanned by $J_{2}, K_{3}$, and $K_{1}$. This corresponds to the $\mathrm{SO}(2,1)$ subgroup of $\mathrm{SO}(3,1)$ acting on the dimensions 013 , which is the stability group of the (unit) spacelike vector $e_{2}=(0,0,1,0)$. Of course, $K_{3}, K_{1}$, and $J_{2}$ separately annihilate $e_{2}$. On the other hand, $N_{2}$ is one of the three generators belonging to the stability group of the positive lightlike vector $e_{0}+e_{3}=(1,0,0,1)$, the others being $N_{1}$ and $J_{3}$. Of course, $K_{3}$ does not annihilate $e_{0}+e_{3}$; rather, the corresponding pure Lorentz transformations scale $e_{0}+e_{3}$ by a positive factor. All these facts suggest that $Q_{8}$ can be obtained by a simple procedure from the space $Q(s l)=Q_{14}=G / F_{14}$ defined in Eqs. (2.12) and (2.13). The representative point $\left(a^{\mu}, b^{\mu}\right)=\left(e_{2}, e_{0}+e_{3}\right)$ of $Q(s l)$ is invariant under the one-parameter subgroup generated by $N_{2}$. To accommodate the additional generator $K_{3}$, we define an $\mathrm{SO}(3,1)$ invariant equivalence relation on $Q(s l)$ as follows:

$$
\begin{equation*}
\left(a^{\mu}, \kappa b^{\mu}\right) \sim\left(a^{\mu}, b^{\mu}\right), \quad \kappa>0 \tag{4.1}
\end{equation*}
$$

This freedom can be used to reduce the time component of $b^{\mu}$ to unity, when the space part of $b^{\mu}$ becomes a unit vector $\hat{b}$. The quotient space $Q(s l) / \sim$ can then be described as follows:

$$
\begin{equation*}
Q(s l) / \sim=\left\{\left(a^{\mu}, \hat{b}\right) \mid a^{2}=1, \hat{b} \in \mathrm{~S}^{2}, \mathbf{a} \cdot \hat{b}=a^{0}\right\} \tag{4.2}
\end{equation*}
$$

From the linear four-vector $\mathrm{SO}(3,1)$ transformation law for the lightlike vector $b^{\mu}$ we get a nonlinear action by $\operatorname{SO}(3,1)$ on $\hat{b} \in S^{2}$; this combined with the $\operatorname{SO}(3,1)$ action on $a^{\mu}$ as a four-vector fixes the action of $\operatorname{SO}(3,1)$ on $Q(s l) / \sim$. Any ( $a^{\mu}, \hat{b}$ ) can be carried via $\mathrm{SO}(3,1)$ to the standard configuration $a^{\mu}=(0,0,1,0), \hat{b}=(0,0,1)$; and the stability group of
this configuration is easily seen to be generated by $N_{2}$ and $K_{3}$. Thus we have the result

$$
\begin{equation*}
Q_{8}=G / F_{8}=Q(s l) / \sim \tag{4.3}
\end{equation*}
$$

This suffices to show that with $Q_{8}$ as an internal space, nontrivial $\zeta$ 's and coupling between internal and space-time variables certainly exist, since, for example, both $a^{\mu}$ and $\dot{a}^{\mu}$ could be contracted with $\dot{\boldsymbol{x}}^{\mu}$. We shall be content with this remark, realizing that a complete analysis must use the methods based on the isotopy representation.

In the case of the $\operatorname{SOS} Q_{11}^{\varphi}=G / F_{11}^{\varphi}$, not even as much of a geometrical picture as with $Q_{8}$ is easily available, and one has to rely totally on the methods of the previous section to demonstrate that nontrivial $\zeta$ 's do exist. We shall now indicate how this happens. The subgroup $F_{11}^{\Phi}$ is one dimensional, with the single generator $J_{\varphi}$. Thus $Q_{11}^{\varphi}$ is a five-dimensional manifold, and the isotopy representation of $F_{11}^{\varphi}$ is likewise five dimensional. The generator matrix for this representation is obtained by extending $J_{\varphi}$ to a basis for $g$ with the help of five additional elements $P_{r}, r=1, \ldots, 5: P_{1}$ and $P_{2}$ as in Eq. (3.33), $P_{3}=N_{1}, P_{4}=N_{2}$, and $P_{5}=P_{\varphi}$ of Eq. (3.33). The commutators of $J_{\varphi}$ with the $P_{r}$ are

$$
\begin{align*}
& {\left[J_{\varphi}, P_{a}\right]=\cos \varphi P_{a}+\sin \varphi \epsilon_{a b} P_{b}} \\
& {\left[J_{\varphi}, P_{a+2}\right]=-\cos \varphi P_{a+2}+\sin \varphi \epsilon_{a b} P_{b+2}}  \tag{4.4}\\
& {\left[J_{\varphi}, P_{5}\right]=0, \quad a, b=1,2}
\end{align*}
$$

Therefore the isotopy representation is generated by

$$
J_{\varphi} \rightarrow\left(\begin{array}{ccccc}
\cos \varphi & -\sin \varphi & 0 & 0 & 0  \tag{4.5}\\
\sin \varphi & \cos \varphi & 0 & 0 & 0 \\
0 & 0 & -\cos \varphi & -\sin \varphi & 0 \\
0 & 0 & \sin \varphi & -\cos \varphi & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

We now analyze step $A_{0}$ for $Q_{11}^{\varphi}$ : for some $j \geqslant \frac{1}{2}$ we ask if there is a vector $f \in \mathscr{V}^{(j)}$ annihilated by $J_{\varphi}$ in the representation $\mathscr{D}^{(j)}$ of $G$ :

$$
\begin{equation*}
J_{\varphi} f=0 \tag{4.6}
\end{equation*}
$$

This question is easy to answer because in the canonical basis for $\mathscr{V}^{(j)}$, described in the Appendix, $J_{\varphi}$ is diagonal:

$$
\begin{equation*}
J_{\varphi} \psi_{m_{1}, m_{2}}^{(j)}=\left(m_{2} e^{-i \varphi}-m_{1} e^{i \varphi}\right) \psi_{m_{1}, m_{2}}^{(j)} . \tag{4.7}
\end{equation*}
$$

Since both $\cos \varphi$ and $\sin \varphi$ are nonzero, the only way this eigenvalue can vanish is when $m_{1}=m_{2}=0$, which restricts $j$ to integer values; and in that case $f$ is unique up to a factor:

$$
\begin{equation*}
f=c \cdot \psi_{0,0}^{(j)}, \quad j=1,2, \ldots \tag{4.8}
\end{equation*}
$$

We conclude that it is possible to construct precisely one quantity of type $j$ (up to a factor) for each integer value of $j$,
on $Q_{1_{1}}$. This already shows the existence of $\xi$ variables, even without any $\dot{q}$ dependence. We can examine the structure of these quantities of type $j$ on $Q_{11}^{\Phi}$ a little further. The value $j=1$ corresponds to symmetric traceless rank- 2 tensors, written in Cartesian form as $t_{\mu v}$; for $j=2$ we have symmetric traceless rank-4 tensors $t_{\mu \nu \rho \sigma}$, and so on. Now from Eq. (4.8) we see that within any representation space $\mathscr{V}^{(j)}$ a null eigenvector of $J_{\varphi}$ is always and only obtained by $J_{3}$ and $K_{3}$ individually annihilating this vector

$$
\begin{equation*}
J_{\varphi} f=0 \Leftrightarrow J_{3} f=K_{3} f=0 \tag{4.9}
\end{equation*}
$$

Using this, the Cartesian form of $\psi_{0,0}^{(1)}$ is easily calculated to have only diagonal nonzero components

$$
t_{00}\left(q_{0}\right)=t_{11}\left(q_{0}\right)=t_{22}\left(q_{0}\right)=-t_{33}\left(q_{0}\right)=1
$$

i.e.,

$$
\begin{equation*}
t_{\mu \nu}\left(q_{0}\right)=\delta_{\mu \nu}-2 \delta_{\mu 3} \delta_{v 3} . \tag{4.10}
\end{equation*}
$$

As explained in the previous section, $t_{\mu \nu}\left(q_{0}\right)$ determines $t_{\mu \nu}(q)$ elsewhere on $Q_{11}^{\varphi}$. Now the case $j=2$ can be built up from $j=1$ in a Lorentz invariant way:
$t_{\mu \nu \rho \sigma}(q)=t_{\mu \nu}(q) t_{\rho \sigma}(q)+t_{\mu \rho}(q) t_{\sigma v}(q)+t_{\mu \sigma}(q) t_{\nu \rho}(q)$

- traces.

The removal of traces is easy since from Eq. (4.10) we have for all $q$ :

$$
\begin{equation*}
t_{\mu \nu}(q) t_{\lambda}^{\mu}(q)=g_{\nu \lambda} \tag{4.12}
\end{equation*}
$$

At $q_{0}$, since $t_{\mu \nu}\left(q_{0}\right)$ is annihilated by $J_{3}$ and $K_{3}$, the method of construction guarantees that $t_{\mu v \rho \sigma}\left(q_{0}\right)$ will also be annihilated by $J_{3}$ and $K_{3}$, hence by $J_{\varphi}$. Therefore $t_{\mu \nu \rho \sigma}(q)$ of Eq. (4.11) must be (apart from a factor) just the quantity of type $j=2$ that would be obtained by starting with $\psi_{0,0}^{(2)}$ at $q_{0}$ and then using Eq. (3.18) to move to other points of $Q_{11}^{\varphi}$. Similar arguments evidently work for $j=3,4, \ldots$. We conclude that the basic algebraically independent symmetric traceless tensor on $Q_{11}^{\varphi}$ is the second-rank $t_{\mu \nu}(q)$ for $j=1$, all others being obtained from this one by Lorentz invariant methods. Moreover it can be easily checked that the stability group of $t_{\mu \nu}\left(q_{0}\right)$ is exactly $\mathrm{SO}(2) \times \mathrm{SO}(1,1)$ generated by $J_{3}$ and $K_{3}$, no larger. The only algebraically independent $\xi$ variable independent of $\dot{q}$ is therefore

$$
\begin{equation*}
\zeta=\dot{x}^{\mu} \dot{x}^{\nu} t_{\mu \nu}(q) /\left(-\dot{x}^{2}\right) \tag{4.13}
\end{equation*}
$$

These results concerning the algebraically independent quantities of type $j$ we have been able to form on $Q_{11}^{\varphi}$ tell us something about the manifold structure of $Q_{11}^{\varphi}$ itself, but we shall come back to this after looking briefly at $\operatorname{step} A_{1}$.

The values of $j$ relevant for step $A_{1}$ are $j=0, \frac{1}{2}, 1, \ldots$. For any such $j$, we seek vectors $f_{r} \in \mathscr{V}^{(j)}, r=1, \ldots, 5$, which behave as follows under action by $J_{\varphi}$ :

$$
J_{\varphi}\left(\begin{array}{l}
f_{1}  \tag{4.14}\\
f_{2} \\
f_{3} \\
f_{4} \\
f_{5}
\end{array}\right)=\left(\begin{array}{ccccc}
\cos \varphi & \sin \varphi & 0 & 0 & 0 \\
-\sin \varphi & \cos \varphi & 0 & 0 & 0 \\
0 & 0 & -\cos \varphi & \sin \varphi & 0 \\
0 & 0 & -\sin \varphi & -\cos \varphi & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3} \\
f_{4} \\
f_{5}
\end{array}\right)
$$

These requirements are more conveniently written as

$$
\begin{align*}
& J_{\varphi}\left(f_{1} \pm i f_{2}\right)=e^{\mp i \varphi}\left(f_{1} \pm i f_{2}\right) \\
& J_{\varphi}\left(f_{3} \pm i f_{4}\right)=-e^{ \pm i \varphi}\left(f_{3} \pm i f_{4}\right)  \tag{4.15}\\
& J_{\varphi} f_{5}=0
\end{align*}
$$

Consider first $j=0$, when $J_{\varphi}=0$. We see immediately that of the five $f$ 's, which are now real numbers, only $f_{5}$ can be nonzero. Setting $f_{5}=1$, we see that we have succeeded in finding a Lorentz scalar $s(q, \dot{q})$ linear in the internal velocities

$$
\begin{equation*}
s(q, \dot{q})=w^{5}=M\left(l(q)^{-1} ; q\right)^{5} \dot{q}^{r} \tag{4.16}
\end{equation*}
$$

Despite appearances, $s(q, \dot{q})$ is in fact independent of the precise choice of $l(q)$. Next let us consider values of $j \geqslant \frac{1}{2}$. We know that in the representation $\mathscr{D}^{(j)}$ of $G, J_{\varphi}$ is diagonal in the canonical basis, with eigenvalues given in Eq. (4.7), while we require $f_{r}$ obey Eqs. (4.15). Comparing the two, and subject to reality conditions, the $f_{r}$ can only be

$$
\begin{aligned}
& f_{1}+i f_{2} \sim \psi_{0,1}^{(j)}, \quad f_{1}-i f_{2} \sim \psi_{-1,0}^{(j)} \\
& f_{3}+i f_{4} \sim \psi_{1,0}^{(j)}, \quad f_{3}-i f_{4} \sim \psi_{0,-1}^{(j)} \\
& f_{5} \sim \psi_{0,0}^{(j)}
\end{aligned}
$$

This restricts $j$ to integer values, so quantities of type $j$ on $T Q_{11}^{\varphi}$ linear in $\dot{q}$ exist only for $j=1,2, \ldots$ [leaving aside the scalar $s(q, \dot{q})$ already constructed]. Moreover, for each such $j$ we find three linearly independent $V_{A}(q, \dot{q})$ : one starts with only $f_{1}$ and $f_{2}$ nonzero, another with only $f_{3}$ and $f_{4}$ nonzero, and the third with only $f_{5}$ nonzero. The last of these is immediately recognized to be simply related to the scalar $s(q, \dot{q})$ and to the quantities of type $j$ on $Q_{11}^{\varphi_{1}}$ already formed in step $A_{0}$. Indeed, comparison of the last of Eqs. (4.17) with Eq. (4.8) shows that if we take $f_{1}=\cdots=f_{4}=0$ in step $A_{1}$, we simply reproduce

$$
\begin{equation*}
t_{\mu v}(q) s(q, \dot{q}), t_{\mu \nu \rho \sigma}(q) s(q, \dot{q}), \ldots \tag{4.18}
\end{equation*}
$$

as we would in any case expect. The other two possible choices for $f_{r}$, however, lead to new tensors linear in $\dot{q}$.

It is obvious that quantities of type $j$ quadratic, cubic,... in $\dot{q}$ will also exist and nontrivial Lagrangians involving coupling between $\dot{x}$ and the internal variables can definitely be constructed. However, a systematic attack on this problem is hampered by the fact that a simple geometrical description of $Q_{11}^{\varphi}$ is not easily obtained. We would like to make the following observations concerning the nature of $Q_{11}^{\varphi}$. We have seen in step $A_{0}$ that a symmetric traceless second-rank tensor $t_{\mu \nu}(q)$ exists on $Q_{11}^{p}$. However, at each point $q$, the stability group of $t_{\mu \nu}(q)$ is larger than, and contains, that of $q$. For example, at $q_{0}$, the former is generated by $J_{3}$ and $K_{3}$ and so is $S O(2) \times S O(1,1)$ with the topological structure $S^{1} \times R$; while the latter is $F_{11}^{\varphi}$ generated by $J_{\varphi}$ and with the structure of $R$. One might ask if any other linearly transforming quantity could be set up on $Q_{11}^{\varphi}$ such that its value together with that of $t_{\mu \nu}(q)$ uniquely determine the point $q$, because by the previous remark the value of $t_{\mu \nu}(q)$ certainly does not fix $q$. However, Eq. (4.9) shows that this is impossible: any linearly transforming quantity invariant under $J_{\varphi}$ is also invariant under $J_{3}$ and $K_{3}$ separately. While $Q_{11}^{\varphi}$ is of dimension $5, t_{\mu \nu}(q)$ takes values in the coset space $G /$ $S O(2) \times S O(1,1)$ and so can supply us with only four inde-
pendent coordinates. The problem is to understand the nature of the fifth coordinate. In other words, we need to know how $q$ is related to $q_{0}$ (more generally $q_{1}$ to $q_{2}$ ) if $t_{\mu v}(q)$ $=t_{\mu \nu}\left(q_{0}\right)$ [or $\left.t_{\mu \nu}\left(q_{1}\right)=t_{\mu \nu}\left(q_{2}\right)\right]$. Comparing $F_{11}^{\varphi}$ generated by $J_{\varphi}$ and $\mathrm{SO}(2) \times \mathrm{SO}(1,1)$ generated by $J_{3}$ and $K_{3}$, we deduce that the fifth coordinate is of the nature of an angle.

We leave the study of the SOS's $Q_{8}$ and $Q_{11}^{\varphi}$ at this stage, having satisfied ourselves that nontrivial Lagrangians can be constructed for particles with such internal structures.

## V. GENERAL PHASE-SPACE ASPECTS

We have found many SOS's that permit nontrivial coupling of internal and space-time variables and construction of interesting Lagrangians. To set up a phase-space formalism for the internal spaces one may use a local approach varying from one SOS to another; or one may set up a formalism that is as uniform as possible for all SOS's. In the former approach, one has (local) coordinates $q^{r}$ for $Q$ accompanied by canonical momenta $p_{r}$, and the Legendre map involving the Lagrangian (2.1) is

$$
\begin{equation*}
p_{r}=\frac{\partial \mathscr{L}}{\partial \dot{q}^{r}} \tag{5.1}
\end{equation*}
$$

The internal contributions $S_{\mu \nu}$ to the $\mathbf{S O}(3,1)$ generators would be derived objects formed out of $q^{r}$ and $p_{r}$. Alternatively, one can regard the $S_{\mu \nu}$ themselves as a kind of generalized canonical momenta conjugate to the $q^{r}$, with a suitable number of independent relations reducing the independent components of $S_{\mu \nu}$ from 6 to $\operatorname{dim} Q$. The advantage of this approach is that the $S_{\mu \nu}$ are always globally defined quantities on $T^{*} Q$, while this may not be the case for the $p_{r}$. We shall develop the necessary formulas to achieve this, and at the end specialize to the manifestly covariant cases.

We begin with the action of infinitesimal $\mathrm{SO}(3,1)$ transformations on $Q$. An infinitesimal element of $\mathrm{SO}(3,1)$ can be written as

$$
\begin{align*}
& \Lambda_{\nu}^{\mu} \simeq \delta_{\nu}^{\mu}+\omega_{\nu}^{\mu} \\
& \omega_{\mu \nu}=-\omega_{\nu \mu}, \quad\left|\omega_{\mu \nu}\right| \ll \mid \tag{5.2}
\end{align*}
$$

Let the corresponding point transformation $\varphi(\Lambda ; q)$ be written to first order in the $\omega$ 's as

$$
\begin{equation*}
q^{r} \rightarrow q^{\prime r} \simeq q^{r}+\frac{1}{2} \omega^{\mu v} \varphi_{\mu \nu}^{r}(q) \tag{5.3}
\end{equation*}
$$

The $6 \times \operatorname{dim} Q$ functions $\varphi_{\mu \nu}^{r}(q)$ determine, by integration, the transitive action of $G$ on $Q$. Associated with them are the six vector fields

$$
\begin{equation*}
X_{\mu \nu}=\varphi_{\mu \nu}^{r}(q) \frac{\partial}{\partial q^{r}} \tag{5.4}
\end{equation*}
$$

which obey the commutation relations of so $(3,1)$ or g :

$$
\begin{equation*}
\left[X_{\mu v}, X_{\rho \sigma}\right]=g_{\mu \rho} X_{v \sigma}-g_{v \rho} X_{\mu \sigma}+g_{\mu \sigma} X_{\rho v}-g_{v \sigma} X_{\rho \mu} \tag{5.5}
\end{equation*}
$$

The $G$ action on $Q$ naturally lifts to a canonical action on $T^{*} G$ with generators $S_{\mu \nu}$ which are functions on $T^{*} Q$ linear in $p_{r}$,

$$
\begin{equation*}
S_{\mu \nu}=-\varphi_{\mu \nu}^{r}(q) p_{r} \tag{5.6}
\end{equation*}
$$

The usual fundamental PB's among the $q$ 's and $p$ 's,

$$
\begin{equation*}
\left\{q^{r}, p_{s}\right\}=\delta_{s}^{r}, \quad\left\{q^{r}, q^{s}\right\}=\left\{p_{r}, p_{s}\right\}=0 \tag{5.7}
\end{equation*}
$$

combined with Eq. (5.5) lead to the complete system of PB's

$$
\begin{align*}
& \left\{q^{r}, q^{s}\right\}=0  \tag{5.8a}\\
& \left\{q^{r}, S_{\mu v}\right\}=-\varphi_{\mu \nu}^{r}(q)  \tag{5.8b}\\
& \left\{S_{\mu v}, S_{\rho \sigma}\right\}=g_{\mu \rho} S_{v \sigma}-g_{\nu \rho} S_{\mu \sigma}+g_{\mu \sigma} S_{\rho \nu}-g_{v \sigma} S_{\rho \mu} \tag{5.8c}
\end{align*}
$$

If we wish, however, we can regard these equations rather than (5.7) as the basic PB relations for $T^{*} Q$. In that case however the proper number of restrictions on the $S_{\mu v}$ must be included. These are easy to obtain. For a general point $q \in Q$, let $H_{q} \subset G$ be the corresponding stability group. The infinitesimal generators of $H_{q}$ have parameters $\omega^{\mu \nu}$ obeying

$$
\begin{equation*}
\omega^{\mu \nu} \varphi_{\mu \nu}^{r}(q)=0 \tag{5.9}
\end{equation*}
$$

These must be regarded as a system of linear conditions on $\omega^{\mu \nu}$ for given $q$. The general solution for $\omega^{\mu \nu}$ will involve 6$\operatorname{dim} Q$ independent parameters $\epsilon^{\alpha}$ (typically a subset of components of $\omega^{\mu \nu}$ ) and can be written

$$
\begin{equation*}
\omega^{\mu \nu}=\epsilon^{\alpha} \psi_{\alpha}^{\mu \nu}(q) \tag{5.10}
\end{equation*}
$$

Putting these expressions into (5.9) and remembering that the $\epsilon^{\alpha}$ are independent, we get the identities

$$
\begin{equation*}
\psi_{\alpha}^{\mu \nu}(q) \varphi_{\mu \nu}^{r}(q)=0 \tag{5.11}
\end{equation*}
$$

characterizing the action of $G$ on $Q$. These identities combine with the original definition of $S_{\mu \nu}$ in Eq. (5.6) to give the expected number of (linear) restrictions on $S_{\mu \nu}$ :

$$
\begin{equation*}
\psi_{\alpha}^{\mu \nu}(q) S_{\mu \nu}=0, \quad \alpha=1, \ldots, 6-\operatorname{dim} Q . \tag{5.12}
\end{equation*}
$$

Once these restrictions are in hand, we can treat the $S_{\mu \nu}$ as the basic internal momentum variables. Then the PB's (5.8a) and (5.8c) have a uniform appearance for all cases, while only ( 5.8 b ) is related to the action of $G$ on each particular $Q$.

If $Q$ is one of those SOS's possessing a manifestly covariant description, as given in Sec. II, useful simplifications occur. The space $Q$ can be described by an overcomplete system of variables $\xi^{R}$, say, transforming by some generally reducible linear representation $\mathscr{D}^{R}{ }_{S}(g)$ of $S O(3,1)$ :

$$
\begin{equation*}
\xi^{R} \rightarrow \xi^{\prime R}=\mathscr{D}_{s}^{R}(g) \xi^{S} \tag{5.13}
\end{equation*}
$$

Typically, as shown in Sec. II, $\boldsymbol{\xi}$ may be a single four-vector, possibly normalized, a pair of mutually orthogonal four-vectors, etc. Correspondingly the $\xi$ 's obey a set of Lorentz invariant relations which may be written as

$$
\begin{equation*}
\chi(\xi)=0 \tag{5.14}
\end{equation*}
$$

[See, for instance, the restrictions appearing in Eqs. (2.2), (2.4), (2.6), (2.8), (2.10), and (2.12).] If these relations were to be used to eliminate some of the $\xi$ 's in favor of the others, it would amount to making some local choice of independent $q^{r}$. However, our aim is to avoid such elimination of $\xi$ 's and instead carry them all along subject to the restrictions (5.14). Let a Lagrangian given as a function, $\mathscr{L}$, of $\dot{x}$, $q, \dot{q}$ in Eq. (2.1), be viewed as a function $\mathscr{L}^{\prime}$ of $\dot{x}, \xi, \dot{\xi}$ :

$$
\begin{equation*}
\mathscr{L}(\dot{x}, q, \dot{q})=\mathscr{L}^{\prime}(\dot{x}, \xi, \dot{\xi}) \tag{5.15}
\end{equation*}
$$

It is understood that even if $\mathscr{L}$ is given the functional form of $\mathscr{L}^{\prime}$ is ambiguous. We must develop a way by which the Legendre map for $S_{\mu \nu}$ can be easily written using $\mathscr{L}^{\prime}$ in a
manifestly covariant way. Let the infinitesimal generators of the representation $\mathscr{D}(g)$ of $\mathrm{SO}(3,1)$ be $s_{\mu \nu}$. If $q^{r}$ were a local coordinate system for $Q$, their changes under an infinitesimal $\operatorname{SO}(3,1)$ transformation must produce the expected linear changes in $\xi^{R}$ :

$$
\begin{align*}
\delta q^{r} & =\frac{1}{2} \omega^{\mu v} \varphi_{\mu \nu}^{r}(q) \\
& \Rightarrow \delta \xi^{R}=\frac{1}{2} \omega^{\mu v}\left(\delta_{\mu \nu}\right)_{S}^{R} \xi^{S} \tag{5.16}
\end{align*}
$$

We will now exploit the fact that the expression of the $\xi$ 's in terms of the $q$ 's is, by definition, independent of the $\dot{q}$ 's. Thus even if the transformation parameters $\omega^{\mu \nu}$ were to be made functions of the evolution parameter $s$, the implication (5.16) would be valid. If we make the variations (5.16) on the two sides of (5.15) and equate the coefficients of $\dot{\omega}^{\mu \nu}$ we get the identities

$$
\begin{equation*}
\varphi_{\mu v}^{r}(q) \frac{\partial \mathscr{L}}{\partial \dot{q}^{r}}=\xi^{S}\left(s_{\mu \nu}\right)_{s}^{R} \frac{\partial \mathscr{L}^{\prime}}{\partial \dot{\xi}^{R}} \tag{5.17}
\end{equation*}
$$

Here we can treat the various components $\xi^{R}$ as though they were algebraically independent, as this causes no error in the calculation of $S_{\mu v}$. Putting together Eqs. (5.1), (5.6), (5.17) we get a manifestly covariant form for the Legendre map relating to $S_{\mu \nu}$ :

$$
\begin{equation*}
S_{\mu v}=-\xi^{S}\left(\delta_{\mu v}\right)^{R}{ }_{s} \frac{\partial \mathscr{L}^{\prime}}{\partial \dot{\xi}^{R}} \tag{5.18}
\end{equation*}
$$

One may convince oneself that the PB's among $S_{\mu \nu}$ and $\xi^{R}$ cause the appropriate linear transformations on $\xi$ :

$$
\begin{equation*}
\left\{S_{\mu v}, \xi^{R}\right\}=\left(s_{\mu v}\right)^{R}{ }_{s} \xi^{s} \tag{5.19}
\end{equation*}
$$

This manifestly covariant phase space formalism makes it unnecessary, for the SOS's listed in Sec. II, to eliminate redundant variables and to restrict oneself to independent $q$ 's. At the same time, the restrictions (5.12) on $S_{\mu \nu}$ in any manifestly covariant case can also be expressed using the $\xi$ variables quite easily, so at all stages the manifest covariance can be preserved.

## VI. MODEL BASED ON $Q_{13}$

As an illustration of the general methods developed in the preceding sections, we discuss in this section the construction of the Lagrangian for a point particle with the SOS $Q_{13}$ as the internal space. The Lagrangian must obey the conditions coming from Poincaré and reparametrization invariances. In addition we shall require that it possess a certain natural internal symmetry suggested by the nature of $Q_{13}$, and that it also leads to two reasonable primary constraints. Thus we shall determine the form of the most general Lagrangian having all these four properties. It will then appear that this model is something like a scaled-down version of the original Hanson-Regge model, which had an internal $\mathrm{SO}(3,1)$ symmetry; the advantage will be that the restrictions on the Lagrangian arising from the requirement of the primary constraints can be explicitly solved.

The space $Q_{13}=G / F_{13}=Q(s s)$ can be visualized as consisting of pairs of spacelike orthonormal vectors ( $a^{\mu}, b^{\mu}$ ), Eq. (2.10). The eight variables $a^{\mu}, b^{\mu}$ are an example of the $\xi^{R}$ of the previous section, and give an overcomplete coordi-
nate system for $Q_{13}$. The Lorentz invariant restrictions (5.14) are in this case

$$
\begin{equation*}
a^{2}=b^{2}=1, \quad a . b=0 . \tag{6.1}
\end{equation*}
$$

From these follow three kinematic restrictions on the internal velocities:

$$
\begin{equation*}
a \cdot \dot{a}=b \cdot \dot{b}=0, \quad a \cdot \dot{b}=-b \cdot \dot{a} . \tag{6.2}
\end{equation*}
$$

We can see that in the generic case the vectors $a^{\mu}, b^{\mu}, \dot{a}^{\mu}, \dot{b}^{\mu}$ are a system of four linearly independent vectors; indeed one can exhibit such configurations consistent with (6.2), for example,

$$
\begin{align*}
& a^{\mu}=(0,0,0,1), \quad b^{\mu}=(0,0,1,0) \\
& \dot{a}^{\mu}=(\beta, 0, \alpha, 0), \quad \dot{b}^{\mu}=(\gamma, \delta, 0,-\alpha) . \tag{6.3}
\end{align*}
$$

Configurations where this linear independence breaks down, while they certainly can occur, will be singular configurations and will be explicitly excluded in the sequel. We now define an internal $\operatorname{SO}$ (2) group acting on $Q_{13}$, and commuting with the physical $\mathrm{SO}(3,1)$ action, as follows:

$$
\binom{a}{b} \rightarrow\binom{a^{\prime}}{b^{\prime}}=\left(\begin{array}{rr}
\cos \theta & \sin \theta  \tag{6.4}\\
-\sin \theta & \cos \theta
\end{array}\right)\binom{a}{b} .
$$

This group is naturally suggested by the manifestly covariant description of $Q_{13}$ and is analogous to the internal SO $(3,1)$ group occurring in the original Hanson-Regge model. We shall now require that the Lagrangian be invariant under this internal SO(2) group. In the spirit of Eq. (2.1), we must then build up a complete set of $\zeta$ variables which are moreover individually $\operatorname{SO}(2)$ invariant: the Lagrangian can depend only on such $\zeta$ 's. Our approach will be to first find a complete set of $\zeta$ 's in the sense of Sec. II, then isolate those that are SO (2) invariant.

Let us first look at the $\zeta$ 's which do not involve $\dot{x}$. Subject to later making them homogeneous of degree zero in the velocities, the restrictions (6.2) limit us to four possible Lorentz scalars:

$$
\begin{equation*}
\text { a. } \dot{b}, \dot{a}^{2}, \dot{a} . \dot{b}, \dot{b}^{2} \tag{6.5}
\end{equation*}
$$

We rearrange these into three combinations that are SO (2) invariant and one that changes under $\operatorname{SO}(2)$ :

$$
\begin{align*}
& a . \dot{b}, \dot{a}^{2}+\dot{b}^{2}, \dot{a}^{2} \dot{b}^{2}-(\dot{a} \cdot \dot{b})^{2} \rightarrow \mathrm{SO}(2) \text { invariant; } \\
& \tan ^{-1}\left(2 \dot{a} \cdot \dot{b} /\left(\dot{a}^{2}-\dot{b}^{2}\right)\right) \rightarrow \mathrm{SO}(2) \text { variant. } \tag{6.6}
\end{align*}
$$

We now remark that it is algebraically simpler to divide through by powers of $a . \dot{b}$ rather than of $\dot{x}^{2}$ to obtain expressions homogeneous of degree zero in the velocities. Thus we obtain two SO(2) invariant $\zeta$ variables not involving $\dot{x}$ at all,

$$
\begin{align*}
& \zeta_{1}=\left(\dot{a}^{2}+\dot{b}^{2}\right) /(a . \dot{b})^{2}, \\
& \zeta_{2}=\left(\dot{a}^{2} \dot{b}^{2}-(\dot{a} \cdot \dot{b})^{2}\right) /(a . \dot{b})^{4} ; \tag{6.7}
\end{align*}
$$

and mention that the $\operatorname{SO}(2)$ transformation property of the last variable listed in (6.6) is
$\tan ^{-1}\left(2 \dot{a} \cdot \dot{b} /\left(\dot{a}^{2}-\dot{b}^{2}\right)\right) \rightarrow \tan ^{-1}\left(2 \dot{a} \cdot \dot{b} /\left(\dot{a}^{2}-\dot{b}^{2}\right)\right)-2 \theta$.

Let us now include $\dot{x}^{\mu}$ in the construction of $\zeta$ 's. Since $a^{\mu}, b^{\mu}, \dot{a}^{\mu}$, and $\dot{b}^{\mu}$ are generically linearly independent, we have exactly four independent Lorentz scalars involving $\dot{x}^{\mu}$,

$$
\begin{equation*}
\dot{x} . a, \dot{x} . b, \dot{x} . \dot{a}, \dot{x} . \dot{b} . \tag{6.9}
\end{equation*}
$$

In principle $\dot{x}^{2}$ can be expressed as a function of these, though we shall soon arrange for it to be one of the independent variables. The above four Lorentz scalars can be rearranged into three independent $\operatorname{SO}$ (2) invariant combinations and a fourth SO(2) variant one:

$$
\begin{align*}
& (\dot{x} . a)^{2}+(\dot{x} . b)^{2},(\dot{x} . \dot{a})^{2}+(\dot{x} . \dot{b})^{2} \\
& \dot{x} . a \dot{x} . \dot{b}-\dot{x} . b \dot{x} . \dot{a} \rightarrow \mathrm{SO}(2) \text { invariant }  \tag{6.10}\\
& \tan ^{-1}(\dot{x} . b / \dot{x} . a) \rightarrow \mathrm{SO}(2) \text { variant. }
\end{align*}
$$

This last combination changes by $-\theta$ under the transformation (6.4). Dividing through by suitable powers of $a . \dot{b}$, we define three more SO(2) invariant $\zeta$ 's as

$$
\begin{align*}
& \zeta_{4}=\left\{(\dot{x} \cdot a)^{2}+(\dot{x} \cdot b)^{2}\right\} /(a . \dot{b})^{2}, \\
& \zeta_{5}=\left\{(\dot{x} \cdot \dot{a})^{2}+(\dot{x} \cdot \dot{b})^{2}\right\} /(a . \dot{b})^{4},  \tag{6.11}\\
& \zeta_{6}=\{\dot{x} \cdot a \dot{x} \cdot \dot{b}-\dot{x} \cdot b \dot{x} \cdot \dot{a}\} /(a . \dot{b})^{3} .
\end{align*}
$$

One more and the last such $\zeta$ is evidently the combination

$$
\begin{equation*}
\tan ^{-1}\left(2 \dot{a} \cdot \dot{b} /\left(\dot{a}^{2}-\dot{b}^{2}\right)\right)-2 \tan ^{-1}(\dot{x} . b / \dot{x} \cdot a) . \tag{6.12}
\end{equation*}
$$

However, this is an awkward variable and in its place we wish to use

$$
\begin{equation*}
\xi_{3}=\dot{x}^{2} /(a . \dot{b})^{2} . \tag{6.13}
\end{equation*}
$$

That this is possible is shown by the following argument. Treating $\dot{x}^{2}$ as a dependent variable, we can always express it in the form

$$
\begin{align*}
\dot{x}^{2}= & (a . \dot{b})^{2} \Phi\left(\zeta_{1}, \zeta_{2}, \zeta_{4}, \zeta_{5}, \zeta_{6},\right. \\
& \left.\tan ^{-1}\left(2 \dot{a} . \dot{b} /\left(\dot{a}^{2}-\dot{b}^{2}\right)\right)-2 \tan ^{-1}(\dot{x} . b / \dot{x} . a)\right) \tag{6.14}
\end{align*}
$$

Now since there are four independent components to $\dot{x}^{\mu}$, and $\dot{x}^{\mu}$ appears only in the last four arguments of $\Phi$, this function must depend in an essential way on these four arguments, in particular on the last of them. Therefore it should be possible in principle to turn Eq. (6.14) inside out and express the combination (6.12) in terms of $\xi_{1}, \ldots, \zeta_{6}$. This establishes that a complete set of $\operatorname{SO}$ (2) invariant $\xi$ 's is given by Eqs. (6.7), (6.11), (6.13) and contains six variables. At this stage the most general $\mathbf{S O}(2)$ invariant Lagrangian is

$$
\begin{equation*}
\mathscr{L}(\dot{x}, a, b, \dot{a}, \dot{b})=a . \dot{b} \tilde{f}\left(\zeta_{1}, \ldots, \zeta_{6}\right) \tag{6.15}
\end{equation*}
$$

and involves one real function $f$ of six real arguments.
At this point we restrict the Lagrangian further by demanding that it leads to two primary constraints that we shall specify. They involve the momentum $p_{\mu}$ canonically conjugate to $x^{\mu}$, given in terms of Lagrangian variables by

$$
\begin{align*}
p_{\mu}=\frac{\partial \mathscr{L}}{\partial \dot{x}^{\mu}}= & (a . \dot{b})^{-1}\left\{2 \dot{x}_{\mu} \tilde{f}_{3}+2\left(\dot{x} \cdot a a_{\mu}+\dot{x} \cdot b b_{\mu}\right) \tilde{f}_{4}\right. \\
& +2(a . \dot{b})^{-2}\left(\dot{x} \cdot \dot{a} \dot{a}_{\mu}+\dot{x} \cdot \dot{b} \dot{b}_{\mu}\right) \tilde{f}_{5} \\
& +(a . \dot{b})^{-1}\left(\dot{x} \cdot a \dot{b}_{\mu}+\dot{x} \cdot \dot{b} a_{\mu}\right. \\
& \left.\left.-\dot{x} \cdot b \dot{a}_{\mu}-\dot{x} \cdot \dot{a} b_{\mu}\right) \tilde{f}_{6}\right\} . \tag{6.16}
\end{align*}
$$

Here $\tilde{f}_{j}$ stands for $\partial \tilde{f} / \partial \xi_{j}, j=1, \ldots, 6$. The desired primary constraints are

$$
\begin{equation*}
p \cdot a \approx 0, \quad p \cdot b \approx 0 . \tag{6.17}
\end{equation*}
$$

It is convenient to use the complex combination $z=a+i b$
with a simple $\operatorname{SO}(2)$ transformation property. The demand on $\mathscr{L}$ can then be expressed as

$$
\begin{align*}
p . z= & \left.2(a . \dot{b})^{-1} \dot{x} . z \tilde{f}_{3}+\tilde{f}_{4}+\frac{1}{2} \tilde{f}_{6}\right) \\
& -2 i(a . \dot{b})^{-2} \dot{x} \cdot \dot{z}\left(\tilde{f}_{5}+\frac{1}{2} \tilde{f}_{6}\right) \approx 0 . \tag{6.18}
\end{align*}
$$

Now by straightforward algebra one can show that $\dot{x} . \dot{z}$ and $\dot{x} . z$ are related by combinations of $\zeta$ 's:

$$
\begin{equation*}
\dot{x} . \dot{z}=a . \dot{b} \dot{x} . z\left(i \zeta_{6}+\left(\zeta_{4} \xi_{5}-\zeta_{6}^{2}\right)^{1 / 2}\right) / \zeta_{4} . \tag{6.19}
\end{equation*}
$$

Using this in (6.18) we get the condition ${ }^{16}$

$$
\begin{align*}
\tilde{f}_{3} & +\tilde{f}_{4}
\end{align*}+\frac{1}{2} \tilde{f}_{6} .
$$

that is, $\tilde{f}$ is subject to two first-order partial differential equations

$$
\begin{align*}
& \left(\frac{\partial}{\partial \xi_{3}}+\frac{\partial}{\partial \xi_{4}}+\frac{1}{2} \frac{\partial}{\partial \xi_{6}}\right) \tilde{f}=0,  \tag{6.21}\\
& \left(\frac{\partial}{\partial \xi_{5}}+\frac{1}{2} \frac{\partial}{\partial \xi_{6}}\right) \tilde{f}=0 .
\end{align*}
$$

These conditions make $\tilde{f}$ a function of four particular combinations of the six $\zeta$ 's. Retaining the symbol $f$ for this function, the most general Lagrangian possessing all the properties demanded is

$$
\begin{equation*}
\mathscr{L}(\dot{x}, a, b, \dot{a}, \dot{b})=a . \dot{b} f\left(\zeta_{1}, \zeta_{2}, \zeta_{3}-\zeta_{4}, \zeta_{4}+\zeta_{5}-2 \zeta_{6}\right), \tag{6.22}
\end{equation*}
$$

and involves one real function $f$ of four real arguments.
For the phase-space treatment of this model we can use the manifestly covariant formalism set up in the previous section. In place of individual momenta conjugate to $a^{\mu}$ and $b^{\mu}$, we have a tensor $S_{\mu \nu}$ jointly conjugate to both $a^{\mu}$ and $b^{\mu}$. Taken together, the fundamental PB relations for the internal phase space, consistent with Eq. (6.1), are

$$
\begin{align*}
& \left\{a_{\mu}, a_{v}\right\}=\left\{a_{\mu}, b_{v}\right\}=\left\{b_{\mu}, b_{v}\right\}=0 ; \\
& \left\{S_{\mu v}, a_{\rho}\right\}=g_{\mu \rho} a_{v}-g_{v \rho} a_{\mu},  \tag{6.23}\\
& \left\{S_{\mu v}, b_{\rho}\right\}=g_{\mu \rho} b_{v}-g_{v \rho} b_{\mu} ; \\
& \left\{S_{\mu v}, S_{\rho \sigma}\right\}=g_{\mu \rho} S_{v \sigma}-g_{v \rho} S_{\mu \sigma}+g_{\mu \sigma} S_{\rho v}-g_{v \sigma} S_{\rho \mu} .
\end{align*}
$$

In addition of course we have the usual PB's among $x^{\mu}$ and $p_{\mu}$. The single expected condition on $S_{\mu \nu}$, Eq. (5.12) in the present model, is also consistent with the PB's (6.23) and is

$$
\begin{equation*}
\epsilon^{\mu \nu \rho \sigma} a_{\rho} b_{\sigma} S_{\mu \nu}=0 \tag{6.24}
\end{equation*}
$$

This arises from the fact that an infinitesimal Lorentz transformation that does not alter a given pair ( $a^{\mu}, b^{\mu}$ ) has parameters $\omega_{\mu \nu}$ proportional to $\epsilon_{\mu \nu \rho \sigma} a^{\rho} b^{\sigma}$. This condition on $S_{\mu v}$ reduces the number of its independent components to 5 , the dimension of $Q_{13}$; it is also consistent with the Legendre map [analog of Eq. (5.1)]:

$$
\begin{equation*}
S_{\mu v}=a_{\mu} \frac{\partial \mathscr{L}}{\partial \dot{a}^{\nu}}-a_{v} \frac{\partial \mathscr{L}}{\partial \dot{a}^{\mu}}+b_{\mu} \frac{\partial \mathscr{L}}{\partial \dot{b}^{v}}-b_{v} \frac{\partial \mathscr{L}}{\partial \dot{b}^{\mu}} . \tag{6.25}
\end{equation*}
$$

Concerning the full phase-space treatment of this model (which will be taken up elsewhere) the following remarks may be made. An overcomplete set of phase-space coordinates is made up of $x^{\mu}, p^{\mu}, a^{\mu}, b^{\mu}$, and $S_{\mu v}$. The generator for
the internal SO(2) group introduced in Eq. (6.4) is $a^{\mu} b^{\nu}$ $S_{\mu v}$ since it has the following PB's with $a$ and $b$ :

$$
\begin{align*}
& \left\{a^{\mu} b^{v} S_{\mu \nu}, a_{\lambda}\right\}=-b_{\lambda},  \tag{6.26}\\
& \left\{a^{\mu} b^{v} S_{\mu v}, b_{\lambda}\right\}=a_{\lambda} .
\end{align*}
$$

Therefore it will turn out to be a constant of motion. It is of course both Lorentz and $\operatorname{SO}(2)$ invariant. More generally, one expects that there will be five algebraically independent Lorentz and SO(2) invariant variables on phase space, made up out of $p, a, b$, and $S$. Among these would be included $-p^{2}$, the square of the invariant mass, and the square of the PauliLubanski vector. This counting can be seen to be correct by going to the special Lorentz frame in which $p^{\mu}=\sqrt{-p^{2}} e_{0}^{\mu}$, $a=e_{1}$, and $b=e_{2}$, after which there is no more freedom of Lorentz transformation. In this frame, Eq. (6.24) makes $S_{03}$ vanish, so each of the other five components of $S_{\mu \nu}$ is a possible candidate for a Lorentz scalar combination of variables. Adding $p^{2}$ to this set, we get a total of six independent Lorentz scalars that can be built out of $p, a, b$, and $S$. [Note that this is after the primary constraints (6.17) have been taken into account.] Since $S O$ (2) is a one-parameter group, it then follows that there will be five quantities in the model that are both Lorentz and SO(2) invariant. One then expects that the reparametrization invariance will lead to a Lorentz and SO (2) invariant primary constraint, independent of the already specified primary constraints (6.17), which will be the generator of reparametrizations. This will be a relationship among the five variables mentioned above, which should arise by expressing each of them in terms of the four Lagrangian quantities $\zeta_{1}, \zeta_{2}, \zeta_{3}-\zeta_{4}, \zeta_{4}+\zeta_{5}-2 \zeta_{6}$, and then eliminating the latter.

## VII. CONCLUDING REMARKS

In this paper we have continued the study of classical relativistic particles with internal structure initiated in I , and developed methods for a thorough analysis of second-order internal spaces. The large number of possible SOS's has been separated into those permitting a manifestly covariant description, and others; and in order to deal with the latter, special methods based on the isotopy representation have been devised. The Lagrangian formalism has been used throughout, and in the manifestly covariant cases it is obvious that nontrivial coupling between space-time and internal variables (and velocities) is always possible. A particularly interesting result has been our finding that the internal spaces $Q_{2}, Q_{5}^{\varphi}$, and $Q_{7}$ are unphysical, though perfectly admissible from the point of view of four-dimensional kinematics, in that it is impossible to couple the space-time variables and the internal spaces in these cases. This is a result that one might not have anticipated in advance. While the spaces $Q_{\xi}{ }^{9}$ are not easily visualized, both $Q_{2}$ and $Q_{7}$ do admit of geometrical descriptions. Thus $Q_{2}$ is just the unit sphere $S^{2}$ in three dimensions, and it can be easily obtained from $Q_{6}=Q(l)$ by the same kind of quotienting procedure that was used in Sec. IV to develop a picture of $Q_{8}$. [Starting with the description of $Q_{6}=Q(l)$ given in Eq. (2.6), one defines the equivalence relation $a^{\mu} \sim \kappa a^{\mu}$ for all $\kappa>0$, then passes to the quotient $Q_{\sigma}$ $\sim$ which is $Q_{2}$.] Another way to realize that $Q_{2}=S^{2}$ is via
the Iwasawa decomposition $G=\operatorname{SU}(2) A N, A$ being generated by $K_{3}$ and $N$ by $N_{1}$ and $N_{2}$. Since $F_{2}$ has $J_{3}, K_{3}$, and $N_{a}$ as generators, we see that $Q_{2}=G / F_{2}=\operatorname{SU}(2) A N /$ $\mathrm{U}(1) A N \simeq \mathrm{SU}(2) / \mathrm{U}(1)=S^{2}$. Again by the Iwasawa decomposition, the space $Q_{7}=G / F_{7}$ is seen to be the $\operatorname{SU}(2)$ group manifold, since $F_{7}=A N$. In spite of the fact that both $Q_{2}$ and $Q_{7}$ are visualizable in these ways, though of course not manifestly covariantly, they turn out to be incapable of coupling to the space-time variable $\dot{x}^{\mu}$.

The impossibility of coupling in the case of $Q_{7}$ is understandable and reassuring form the point of view of the Han-son-Regge model. ${ }^{7}$ In that model, the starting internal space is $S O(3,1)$; and by imposing several primary constraints and invariant relations one arranges things so that at the end only SO (3) survives as the physical internal space. One can naturally ask whether the procedure of Hanson and Regge could be significantly simplified by using from the very beginning the manifold of $S O$ (3) as the internal space. Since, again by the Iwasawa theorem, $\mathrm{SO}(3)$ does admit a transitive action by $\mathrm{SO}(3,1)$, at first sight one would suppose that this should definitely be possible, and only an element of $\mathrm{SO}(3)$ and its "velocity" would occur as internal variables in the starting Lagrangian. However, our analysis showing that no coupling between $\dot{x}^{\mu}$ and $T Q_{7}$ is possible demonstrates that there is no way to bypass the route taken in the Hanson-Regge model to achieve the desired result that the final surviving internal space be SO (3).

A possible coupling scheme which, if it had occurred, might have been termed trivial, would be this ${ }^{17}$ : one is able to construct Lorentz scalars $s(q, \dot{q})$ homogeneous of some degree in the $\dot{q}$, leading to corresponding $\zeta$ 's by division by suitable powers of $\left(-\dot{x}^{2}\right)$, but there are no quantities of type $j \geqslant \frac{1}{2}$ on $Q$ or $T Q$ capable of coupling to $\dot{x}^{\mu}, \dot{x}^{\mu} \dot{x}^{\nu}, \ldots$. In such a case, the only possible dependence of the Lagrangian on $\dot{x}^{\mu}$ would have been through $\dot{x}^{2}$, and one would have had separate invariances under the action of $\mathrm{SO}(3,1)$ on $x^{\mu}$ and on $Q$. Of course with a manifestly covariant $Q$ this situation does not arise, and only $Q_{8}$ and $Q_{11}^{\varphi}$ remain to be examined from this point of view. However, the results of Sec. IV show that with $Q_{8}$ a vector $a^{\mu}$ is available for direct coupling to $\dot{x}^{\mu}$, and with $Q_{11}^{\varphi}$, even though the scalar $s(q, \dot{q})$ has been found [Eq. (4.16)], there does exist a tensor $t_{\mu \nu}(q)$ which could be contracted with $\dot{x}^{\mu} \dot{x}^{\nu}$. Thus the kind of trivial coupling visualized in the opening sentence of this paragraph does not actually arise.

TABLE I. Pattern of SOS's.

|  | Coupling <br> permitted | No coupling |
| :--- | :---: | :---: |
| Manifestly covariant <br> $Q$ | $Q_{3}, Q_{4}, Q_{6}, Q_{12}$ <br> $Q_{13}, Q_{14}, Q_{15}$ | $\ldots$ |
| Not manifestly <br> covariant, but <br> visualizable, $Q$ 's | $Q_{8}$ | $Q_{2}, Q_{7}$ |
| Not easily <br> visualizable $Q$ 's | $Q_{11}^{\varphi}$ | $Q_{5}^{\varphi}$ |

Our analysis of the SOS's $Q_{8}, Q_{11}^{\varphi}$ has been carried only far enough to show that they are physically admissible. A more complete treatment is definitely worthwhile and remains to be given. This involves among other things developing a "picture" for $Q_{11}^{\varphi}$, allowing us to handle it to some extent geometrically. The model based on $Q_{13}$ that we have offered in Sec. VI as a "scaled-down"' version of the HansonRegge model has been chosen so that the most general form of the Lagrangian could be explicitly displayed. This was a motivation for the choice of primary constraints (6.17). One could also consider as an alternative the primary constraints chosen by Hanson and Regge, namely

$$
p^{\mu} S_{\mu \nu} \approx 0
$$

which are quadratic in the conjugate momenta. To ensure them, one has to subject the function $\tilde{f}$ to nonlinear partial differential equations, as in the Hanson-Regge model, so that an explicit form for the Lagrangian cannot be obtained. Even within our model, a complete analysis of the constraints and phase-space structure remains to be given.

Finally, since the number of SOS's is so large in variety and complexity as compared to the FOS's studied in I, we present Table I containing the principal results of this paper, so that one can get a feeling for the situation concerning SOS's in a compact way. The various SOS's are separated on the one hand into those possessing a manifestly covariant description, those that are otherwise visualizable, and those that cannot be easily pictured at all; and on the other hand into those permitting coupling to $\dot{x}$, and those which are unphysical.

We plan to come back to some of the questions raised above, as well as to the general problems of quantization and of couplings to external fields, elsewhere.

## APPENDIX: A PROPERTY OF SL(2,C) REPRESENTATIONS

In the conventions adopted in this paper, the $\operatorname{SL}(2, C)$ generators $J_{j}, K_{j}$ obey the commutation rules

$$
\begin{align*}
& {\left[J_{j}, J_{k}\right]=-\left[K_{j}, K_{k}\right]=\epsilon_{j k l} J_{l},}  \tag{A1}\\
& {\left[J_{j}, K_{k}\right]=\epsilon_{j k l} K_{l} .}
\end{align*}
$$

These differ from the conventional relations by a factor $i$ : stated precisely, the present generators are $-i$ times the usual ones. If we define the two combinations

$$
\begin{equation*}
S_{j}=\frac{1}{2}\left(J_{j}+i K_{j}\right), \quad S_{j}^{\prime}=\frac{1}{2}\left(J_{j}-i K_{j}\right), \tag{A2}
\end{equation*}
$$

then as is well known $S_{j}$ and $S^{\prime}{ }_{j}$ independently obey the angular momentum commutation relations:

$$
\begin{align*}
& {\left[S_{j}, S_{k}\right]=\epsilon_{j k l} S_{l}} \\
& {\left[S_{j}^{\prime}, S_{k}^{\prime}\right]=\epsilon_{j k l} S_{l}^{\prime}}  \tag{A3}\\
& {\left[S_{j}, S_{k}^{\prime}\right]=0}
\end{align*}
$$

The expressions for $N_{1}, N_{2}, J_{3}$, and $K_{3}$ are important:

$$
\begin{align*}
& N_{1}=J_{1}-K_{2}=S_{+}+S_{-}^{\prime} \\
& N_{2}=J_{2}+K_{1}=-i\left(S_{+}-S_{-}^{\prime}\right),  \tag{A4}\\
& J_{3}=S_{3}+S_{3}^{\prime} \\
& K_{3}=-i\left(S_{3}-S_{3}^{\prime}\right)
\end{align*}
$$

Here we have used the familiar raising and lowering combinations

$$
\begin{equation*}
S_{ \pm}=S_{1} \pm i S_{2}, \quad S_{ \pm}^{\prime}=S_{1}^{\prime} \pm i S_{2}^{\prime} . \tag{A5}
\end{equation*}
$$

The finite-dimensional representation $\mathscr{D}^{\left(j_{1} j_{2}\right)}$ of $\mathbf{S L}(2, C)$ is obtained by choosing the $\operatorname{spin} j_{1}$ representation for $S_{j}$ and the spin $j_{2}$ representation for $S_{j}{ }_{j}$. When $j_{1}=j_{2}$, we have denoted $\mathscr{D}^{(j, j)}$ by $\mathscr{D}^{(j)}$. The canonical basis for $\mathscr{D}^{\left(j, j_{2}\right)}$ is made up of simultaneous eigenvectors of $S_{3}$ and $S_{3}^{\prime}$ :

$$
\begin{align*}
& S_{3} \psi_{m_{1}, m_{2}}^{(j, j)}=-i m_{1} \psi_{m_{1}, m_{2}}^{(j, j)}, \\
& S_{3}^{\prime} \psi_{m_{1}, m_{2}}^{\left(j, j_{2}\right)}=-i m_{2} \psi_{m_{1}, m_{2}}^{(j, j)},  \tag{A6}\\
& -j_{1} \leqslant m_{1} \leqslant j_{1}, \quad-j_{2} \leqslant m_{2} \leqslant j_{2} .
\end{align*}
$$

In this basis both $J_{3}$ and $K_{3}$ are diagonal:

$$
\begin{align*}
& J_{3} \psi_{m_{1}, m_{2}}^{\left(j, j_{2}\right)}=-i\left(m_{1}+m_{2}\right) \psi_{m_{1}}^{\left(j, j_{1}\right)},  \tag{A7}\\
& K_{3} \psi_{\left.m_{1}, m_{2}, j_{2}\right)}=\left(m_{2}-m_{1}\right) \psi_{\left.m_{1}, m_{2}\right)}^{\left(, j_{2}\right.} .
\end{align*}
$$

The only vector annihilated by $N_{1}$ and $N_{2}$ is the one with maximum $m_{1}$ and minimum $m_{2}$, since it must be annihilated by the raising operator $S_{+}$and the lowering operator $S^{\prime}$ :

$$
\begin{align*}
& N_{a} \psi=0 \Rightarrow S_{+} \psi=S^{\prime}-\psi=0 \\
& \Rightarrow \psi=c \psi_{\left.j_{n}, j_{0},-j_{2}\right)}^{(2)} \tag{A8}
\end{align*}
$$

This vector is an eigenvector of $K_{3}$ with eigenvalue $-\left(j_{1}+j_{2}\right)$ which cannot be positive. This proves the lemma of Sec. III. In the text, where only the case $j_{1}=j_{2}=j$
is used, the basis vectors $\psi_{m_{1}, m_{2}}^{(j, j)}$ are written more simply as $\psi_{m_{1}, m_{2}}^{(j)}$.
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A Hamiltonization procedure valid for both singular and nonsingular mechanics is proposed.
A comparison with Dirac's theory (for singular systems) is developed.

## I. INTRODUCTION

A centenary tradition prescribes the use of Legendre transformations in the passage from the Lagrangian to the Hamiltonian description of classical mechanics. ${ }^{1}$ We will prove that this prescription must not be some a priori postulate. It will appear as a consequence in nonsingular problems, and it will give inadequate results in singular ones. ${ }^{2}$

In Sec. II we define the problem in its generality. Sections III and IV will be devoted to solving two extreme cases of mechanics: the nonsingular and the pure singular cases, respectively. The intermediate (mixed) case is discussed in Sec. V. In Sec. VI our results are compared with those obtained by Dirac's theory.

## II. ANALYSIS OF THE HAMILTONIZATION PROCEDURE

Consider a Lagrangian function

$$
L\left(q_{1}, \ldots, q_{N}, \dot{q}_{1}, \ldots, \dot{q}_{N}, t\right) \equiv L(q, \dot{q}, t)
$$

with the usual equations of motion [given by Hamilton's principle $\left.\delta \int L(q, \dot{q}, t) d t=0\right]$

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial L}{\partial \dot{q}_{i}}\right]-\frac{\partial L}{\partial q_{i}}=0 \quad(i=1, \ldots, N) . \tag{1}
\end{equation*}
$$

Irrespective of the fact that Eqs. (1) are a first- or sec-ond-order differential system, it is possible to define a new function $H(p, q, t) \equiv H\left(p_{1}, \ldots, p_{N}, q_{1}, \ldots, q_{N}, t\right)$ and new equations of motion

$$
\begin{align*}
& H(p, q, t) \equiv \sum p_{i} \dot{q}_{i}-L(q, \dot{q}, t),  \tag{2}\\
& \dot{q}_{i} \equiv \frac{\partial H}{\partial p_{i}},  \tag{3a}\\
& \dot{p}_{i} \equiv-\frac{\partial H}{\partial q_{i}} \tag{3b}
\end{align*}
$$

Equations (2) and (3a) define a partial differential equation for $H$ :

$$
\begin{equation*}
H=\sum p_{i} \frac{\partial H}{\partial p_{i}}-L\left(q, \frac{\partial H}{\partial p}, t\right), \tag{4}
\end{equation*}
$$

which has a complete solution given by

$$
\begin{equation*}
H^{\prime}=\sum A_{i} p_{i}-L(q, A, t) \tag{5}
\end{equation*}
$$

the $A_{i}$ being arbitrary functions of the $q_{i}$ variables.
Under certain circumstances Eq. (4) has an additional solution: the envelope (singular) solution. This solution exists whenever some functions $A_{i}(i=1, \ldots, k)$ are defined as functions of $p$ and $q$ through

$$
\frac{\partial H^{\prime}}{\partial A_{i}}=0 \quad(i=1, \ldots, N)
$$

(which define the envelope solution).
The case where $k=N$ is called the pure nonsingular mechanics and will be studied in Sec. III. The case where Eq. (6) does not define any function $A_{i}$ is discussed in Sec. IV, and will be called the pure singular case. The mixed problem will be studied in Sec. V.

## III. THE PURE NONSINGULAR MECHANICS

Consider the Lagrangian function with $N$ degrees of freedom,

$$
\begin{equation*}
L(q, \dot{q}, t)=\sum a_{i j}(q, t) \dot{q}_{i} \dot{q}_{j}-V(q, t) \quad(i, j=1, \ldots, N) \tag{7}
\end{equation*}
$$

with the Hessian matrix $\left(\partial^{2} L / \partial \dot{q}_{i} \partial \dot{q}_{j}\right)=\left(a_{i j}\right) \neq 0$.
The partial differential equation for $H$ obtained from Eqs. (2) and (3a) now reads

$$
\begin{equation*}
H=\sum p_{i} \frac{\partial H}{\partial p_{i}}-\sum a_{i j} \frac{\partial H}{\partial p_{i}} \frac{\partial H}{\partial p_{j}}+V . \tag{8}
\end{equation*}
$$

The corresponding complete solution is

$$
\begin{equation*}
H^{\prime}=\sum p_{i} A_{i}-\sum a_{i j} A_{i} A_{j}+V, \tag{9}
\end{equation*}
$$

where the $A_{i}$ are arbitrary functions of the $q_{i}$ variables. The envelope solution is obtained from

$$
\begin{equation*}
\frac{\partial H^{\prime}}{\partial A_{i}}=0=p_{i}-2 \sum a_{i j} A_{j} \rightarrow p_{i}=2 \sum a_{i j} A_{j} \tag{10}
\end{equation*}
$$

This algebraic system is easily solved (since $\operatorname{det} a_{i j} \neq 0$ ):

$$
A_{l}=\frac{1}{2} \sum b_{l m} p_{m}
$$

(where $b$ is the inverse of the matrix $a$; i.e., $\Sigma a_{i j} b_{j m}=\delta_{i j}$ ).
In consequence it is easy to construct the envelope solution

$$
H_{E}=\frac{1}{4} \sum b_{l m} p_{l} p_{m}+V
$$

which is the usual Hamiltonian. As it should be, since condition (10) and Eq. (3a) imply $p_{i}=2 \Sigma a_{i j} \dot{q}_{j}=\partial L / \partial \dot{q}_{i}$. This (usual) definition of the momenta cannot be maintained in the subsequent cases.

As a consequence $\partial H / \partial q_{i}=-\partial L / \partial q_{i}$ since

$$
\begin{aligned}
\frac{\partial H}{\partial q_{i}} & =+\sum p_{l} \frac{\partial A_{l}}{\partial q_{i}}-\frac{\partial L}{\partial q_{i}}-\sum \frac{\partial L}{\partial A_{l}} \frac{\partial A_{l}}{\partial q_{i}} \\
& =-\frac{\partial L}{\partial q_{i}}-\sum \frac{\partial A_{l}}{\partial q_{i}}\left(\frac{\partial L}{\partial A_{l}}-p_{l}\right) .
\end{aligned}
$$

And the compatibility among the set of Eqs. (3) and the Lagrangian description is automatically achieved here, since

$$
\dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}=\frac{\partial L}{\partial q_{i}}
$$

## IV. THE PURE SINGULAR CASE

Consider the most general Lagrangian for the pure singular case with $N$ degrees of freedom:

$$
\begin{equation*}
L(q, \dot{q}, t)=\sum a_{i}(q, t) \dot{q}_{i}-V(q, t) . \tag{11}
\end{equation*}
$$

The corresponding Hamiltonian must obey the linear partial differential equation obtained from Eqs. (2) and (3a),

$$
\begin{equation*}
H=\sum\left(p_{i}-a_{i}\right) \frac{\partial H}{\partial p_{i}}+V \tag{12}
\end{equation*}
$$

whose general solution is

$$
\begin{equation*}
H(p, q, t)=\sum G_{i}(q, t)\left(p_{i}-a_{i}\right)+V(q, t) \tag{13}
\end{equation*}
$$

with the $G_{i}$ being arbitrary functions.
The Hamiltonian equations of motion [Eqs. (3)] read
$\dot{q}_{i}=\frac{\partial H}{\partial p_{i}}=G_{i}$,
$\dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}=-\sum\left(p_{j}-a_{j}\right) \frac{\partial G_{j}}{\partial q_{i}}-\frac{\partial V}{\partial q_{i}}+\sum G_{j} \frac{\partial a_{j}}{\partial q_{i}}$.
Due to the arbitrary character of the functions $G_{i}$, compatibility of the above equations with Lagrangian ones is not automatically achieved. It must be imposed.

From Lagrangian equations we have

$$
\begin{equation*}
\dot{a}_{i}=-\frac{\partial V}{\partial q_{i}}+\sum \frac{\partial a_{j}}{\partial q_{i}} \dot{q}_{j} \quad(i, j=1, \ldots, N) \tag{15}
\end{equation*}
$$

These equations together with Eq. (14a) gives the functions $G_{i}$ as solutions of the algebraic system:
$\frac{\partial V}{\partial q_{i}}+\frac{\partial a_{i}}{\partial t}=\sum\left[\frac{\partial a_{j}}{\partial q_{i}}-\frac{\partial a_{i}}{\partial q_{j}}\right] G_{j} \quad(i, j=1, \ldots, N)$.
The second set of Hamiltonian equations [Eq. (14b)] furnishes [using also Eq. (15)]

$$
\begin{equation*}
\dot{p}_{j}-\dot{a}_{j}=-\sum \frac{\partial G_{i}}{\partial q_{j}}\left(p_{i}-a_{i}\right) \quad(i, j=1, \ldots, N) \tag{17}
\end{equation*}
$$

These equations are, in fact, definitions of the momenta $p_{j}$. (The solutions $p_{j}=a_{j}$, i.e., $p_{j}=\partial L / \partial \dot{q}_{j}$, imply that $H=V$ and, in consequence $\dot{q}_{j}=0$, which are incompatible with Lagrangian equations.)

In fact, Eq. (17) is a linear first-order partial differential equation for the variables $C_{i}(q) \equiv p_{i}-a_{i}$. Its general solution is given in terms of an arbitrary function. Each particularization of this arbitrary function furnishes a definition for the variable $p_{i}$ (different from $\partial L / \partial \dot{q}_{i}$ ).

As an example consider the Lagrangian

$$
\begin{equation*}
L=q_{2} \dot{q}_{1}-2 q_{1} \dot{q}_{2}+q_{1} q_{2} \tag{18}
\end{equation*}
$$

Following the steps previously described [Eqs. (13)(16)] we construct the Hamiltonian

$$
H=G_{1}\left(p_{1}-q_{2}\right)+G_{2}\left(p_{2}+2 q_{1}\right)-q_{1} q_{2}
$$

where

$$
\begin{equation*}
G_{1}=-q_{1} / 3 \quad \text { and } \quad G_{2}=q_{2} / 3 \tag{19}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
H=\left(q_{2} p_{2}-q_{1} p_{1}\right) / 3 \tag{20}
\end{equation*}
$$

The functions $p_{i}$ are defined as solutions of the following system [Eqs. (17) and (19)]:

$$
\begin{aligned}
& \dot{p}_{1}-\dot{q}_{2}=\left(p_{1}-q_{2}\right) / 3 \\
& \dot{p}_{2}+2 \dot{q}_{1}=-\left(p_{2}+2 q_{1}\right) / 3
\end{aligned}
$$

These solutions are given by

$$
p_{1}=q_{2} f_{1}\left(q_{1} q_{2}\right), \quad p_{2}=q_{1} f_{2}\left(q_{1} q_{2}\right)
$$

the $f_{i}$ being arbitrary functions of the product $q_{1} q_{2}$ (as remarked before, we must have $f_{1} \neq 1$ and $f_{2} \neq-2$ ).

## V. THE INTERMEDIATE (MIXED) CASE

Consider the solution given by Eq. (5) for the partial differential equation for the Hamiltonian $H$,

$$
\begin{equation*}
H^{\prime}=\sum A_{i} p_{i}-L(q, A) \quad(i=1, \ldots, N) \tag{5}
\end{equation*}
$$

In the mixed case some relations $A_{i}=A_{i}(q, p)(i=1, \ldots, k)$ will be determined by the envelope condition:

$$
\begin{equation*}
\frac{\partial H^{\prime}}{\partial A_{i}}=0 \quad(i=1, \ldots, k) \tag{6}
\end{equation*}
$$

These conditions imply that $p_{i}=\partial L / \partial \dot{q}_{i}(i=1, \ldots, k)$ (as discussed in Sec. III), and can be substituted in Eq. (5) resulting in a Hamiltonian that depends only on $q, p_{i}$, and $A_{j}$, where $i=1, \ldots, k$ and $j=k, \ldots, N$.

The following steps of the Hamiltonization procedure are the same as in the pure singular case.

As an example consider the Lagrangian function

$$
\begin{equation*}
L=\frac{1}{2} a(q) \dot{q}_{1}^{2}+b(q) \dot{q}_{2}-V(q) \tag{21}
\end{equation*}
$$

The corresponding complete solution of the partial differential equation for the Hamiltonian is [Eq. (5)]

$$
H^{\prime}=A_{1} p_{1}+A_{2} p_{2}-\frac{1}{2} a A_{1}^{2}-b A_{2}+V
$$

Equations (3a) furnish

$$
\dot{q}_{i}=\frac{\partial H^{\prime}}{\partial p_{i}}=A_{i} \quad(i=1,2)
$$

The envelope condition [Eq. (6)] gives

$$
p_{1}=a A_{1}=a \dot{q}_{1}=\frac{\partial L}{\partial \dot{q}_{1}}
$$

Then the resulting Hamiltonian is

$$
\begin{equation*}
H^{\prime}=(1 / 2 a) p_{1}^{2}+\left(p_{2}-b\right) A_{2}+V \tag{22}
\end{equation*}
$$

The corresponding Euler-Lagrange equations for the above Lagrangian [Eq. (21)] are

$$
\frac{d}{d t}\left(a \dot{q}_{1}\right)=\frac{1}{2} \frac{\partial a}{\partial q_{1}} \dot{q}_{1}^{2}+\frac{\partial b}{\partial q_{1}} \dot{q}_{2}-\frac{\partial V}{\partial q_{1}}
$$

and

$$
\begin{equation*}
\frac{d b}{d t}=\frac{\partial b}{\partial q_{1}} \dot{q}_{1}+\frac{\partial b}{\partial q_{2}} \dot{q}_{2}=\frac{1}{2} \frac{\partial a}{\partial q_{2}} \dot{q}_{1}^{2}+\frac{\partial b}{\partial q_{2}} \dot{q}_{2}-\frac{\partial V}{\partial q_{2}} \tag{23}
\end{equation*}
$$

As $\dot{q}_{2}=\partial H / \partial q_{2}=A_{2}$, then

$$
-\frac{1}{2} \frac{\partial a}{\partial q_{1}} \dot{q}_{1}^{2}+\frac{\partial b}{\partial q_{1}} A_{2}-\frac{\partial V}{\partial q_{1}}=\frac{\partial a}{\partial q_{2}} \dot{q}_{1} A_{2}+a \ddot{q}_{1}
$$

and

$$
\frac{\partial b}{\partial q_{1}} \dot{q}_{1}=\frac{1}{2} \frac{\partial a}{\partial q_{2}} \dot{q}_{1}^{2}-\frac{\partial V}{\partial q_{2}}
$$

This system has the solution

$$
A_{2}=\left(\frac{1}{2} \frac{\partial a}{\partial q_{1}} \dot{q}_{1}^{2}+a \ddot{q}_{1}+\frac{\partial V}{\partial q_{1}}\right)\left(\frac{\partial b}{\partial q_{1}}-\frac{\partial a}{\partial q_{2}} \dot{q}_{1}\right)^{-1}
$$

with

$$
\dot{q}_{1}=\left(\frac{\partial b}{\partial q_{1}} \pm\left[\left(\frac{\partial b}{\partial q_{1}}\right)^{2}+2 \frac{\partial a}{\partial q_{2}} \frac{\partial V}{\partial q_{2}}\right]^{1 / 2}\right)\left(\frac{\partial a}{\partial q_{2}}\right)^{-1}
$$

To finalize the momentum $p_{2}$ is defined as the solution of the equation
$\dot{p}_{2}=-\frac{\partial H}{\partial q_{2}}=\frac{1}{2 a^{2}} \frac{\partial a}{\partial q_{2}} p_{1}^{2}$

$$
-\left(p_{2}-b\right) \frac{\partial A_{2}}{\partial q_{2}}-\frac{\partial V}{\partial q_{2}}+\frac{\partial b}{\partial q_{2}} A_{2}
$$

which may be written as [using Eq. (23) and $p_{1}=a \dot{q}_{1}$ ]

$$
\frac{d}{d t}\left(p_{2}-b\right)=\frac{\partial A_{2}}{\partial q_{2}}\left(p_{2}-b\right)
$$

Defining $C(q) \equiv p_{2}-b$, we have the following system:

$$
\begin{equation*}
\frac{d q_{1}}{\dot{q}_{1}}=\frac{d q_{2}}{A_{2}}=\frac{d C}{\partial A_{2} / \partial q_{2}} \tag{24}
\end{equation*}
$$

To clarify the procedure let us consider the following Lagrangian:

$$
L=\frac{1}{2} q_{2} \dot{q}_{1}^{2}+q_{1} \dot{q}_{2}-q_{1} q_{2}
$$

i.e., $a=q_{2}, b=q_{1}$, and $V=q_{1} q_{2}$.

Then the Hamiltonian is [Eq. (22)]

$$
H^{\prime}=\left(1 / 2 q_{2}\right) p_{1}^{2}+\left(p_{2}-q_{1}\right) A_{2}+q_{1} q_{2}
$$

where

$$
A_{2}=-\left(1 \pm 2 \sqrt{1+2 q_{1}}\right) q_{2} /\left(1+2 q_{1}\right)
$$

Then Eq. (24) furnishes

$$
C(q)=q_{2} F\left(\left[1-2 q_{1} \pm \sqrt{1+2 q_{1}}\right] q_{2}\right)
$$

and

$$
p_{2}=q_{1}+C(q)
$$

where $F$ is an arbitrary function and the momentum $p_{2}$ is defined by the choice of $F$.

## VI. FINAL REMARKS

Our approach unifies, into the same formalism, singular and nonsingular problems. It is worthwhile to compare our approach to the well-known Dirac theory for singular mechanics. ${ }^{2}$

Starting from the same Lagrangian [Eq. (11)] Dirac defines the momentum $p$ as a "weak equality"
$p_{i} \approx \frac{\partial L}{\partial \dot{q}_{i}}$.
His "canonical Hamiltonian" is
$H_{c} \approx V$.

And the "total Hamiltonian" is given by

$$
\begin{equation*}
H \approx V+v_{m} \phi_{m} \tag{26}
\end{equation*}
$$

where the $\phi_{m}$ are the constraints of Dirac's theory,

$$
\begin{equation*}
\phi_{m}=p_{m}-\frac{\partial L}{\partial \dot{q}_{m}}=p_{m}-a_{m} \approx 0 \tag{27}
\end{equation*}
$$

These constraints must obey the consistency condition of Dirac's theory,

$$
\begin{equation*}
\dot{\phi}_{m}=\left[\phi_{m}, H\right] \approx 0, \quad \text { for } \phi_{m} \approx 0 \tag{28}
\end{equation*}
$$

which results in a so-called ${ }^{2}$ "relation of type 1." These relations are given by

$$
\begin{equation*}
v_{m}\left(\frac{\partial a_{m}}{\partial q_{m^{\prime}}}-\frac{\partial a_{m^{\prime}}}{\partial q_{m}}\right) \approx \frac{\partial V}{\partial q_{m^{\prime}}}+\frac{\partial a_{m^{\prime}}}{\partial t} . \tag{29}
\end{equation*}
$$

If we compare this result with that obtained in the previous section we observe that this equation is identical to Eq. (16), where $v_{m}$ plays the role of $G_{i}$.

To clarify, consider as an example the Lagrangian used in Sec. IV [Eq. (18)].

Equations (29) imply that

$$
v_{1} \approx-q_{1} / 3 \quad \text { and } \quad v_{2} \approx q_{2} / 3
$$

and, finally Eqs. (26) and (27) give the Hamiltonian

$$
H \approx\left(q_{2} p_{2}-q_{1} p_{1}\right) / 3
$$

which is identical to the one given in Eq. (20).
If we now consider the Lagrangian given by Eq. (21) (Sec. V), then the Hamiltonian given by Dirac's theory is

$$
H \approx H_{c}+v_{m} \phi_{m}
$$

As $p_{1}=a \dot{q}_{1}$ and $p_{2} \approx b$, then

$$
H_{c} \approx p_{1}^{2} / 2 a+V
$$

and the constraint of the Dirac's theory is

$$
\phi=p_{2}-b \approx 0
$$

The "total Hamiltonian" is

$$
H \approx p_{1}^{2} / 2 a+V+v\left(p_{2}-b\right)
$$

where $v=\dot{q}_{2}$.
This Hamiltonian is identical with that given by Eq. (22) (Sec. V) if we consider that there $A_{2}=\dot{q}_{2}$.

Finally we observe that the Hamiltonization procedure for pure singular and mixed cases developed in this paper and in Dirac's theory have identical results. But our approach is a more general Hamiltonization procedure, and does not need "weak equalities," a variational procedure involving $p$ 's, $q$ 's, and $\dot{q}$ 's, a "super phase space," etc.
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#### Abstract

The "strength" of a set of field equations (first defined by Einstein as the number of Taylor coefficients of field variables that could be chosen arbitrarily) is used to show that the amount of initial data required by the electromagnetic formulation of Maxwell's theory in free space is equal, without approximation, to that required by the potential formulation. In each formulation, the strength is interpreted in terms of the amount of initial data required to provide a solution of the Cauchy initial-value problem and in terms of the invariance properties of the formulation. Equality of the strengths of the two formulations of Maxwell's theory is used to support the assertion that knowledge of the strengths of other established field theories provides a means for predicting the possible existence of unknown formulations of the theories.


## I. INTRODUCTION

In his investigations of field theories, Einstein ${ }^{1}$ used the concept of "strength" of a system of field equations for comparing the worth of one system with that of another. He assumed that each field variable could be written as a Taylor series in the neighborhood of a point $P$. By repeated differentiation and evaluation of the field equations at $P$, he could obtain relations among the Taylor coefficients. In effect, the field equations would specify some coefficients in terms of others so that, in principle, many coefficients could be eliminated from the series. The remaining Taylor coefficients would be free data; they could be chosen freely provided they remained consistent with the field equations. Einstein called the amount of this free data the strength of the system of field equations.

Several authors have examined strengths of field theories. Penney, ${ }^{2}$ Hoenselaers, ${ }^{3}$ Burman, ${ }^{4}$ and Murphy ${ }^{5}$ presented strengths of various field theories including those of Einstein, Maxwell, Weyl, Klein-Gordon, and Dirac. Mariwalla ${ }^{6}$ showed that approximations of the strengths of Maxwell's potential and electromagnetic formulations were equal. Schutz ${ }^{7}$ suggested that the strength of a field theory was related in a well-defined manner to the number and character of arbitrary functions required to specify a solution locally.

As a supplement to the works of Mariwalla ${ }^{6}$ and of Schutz, ${ }^{7}$ this paper presents verification that the strength of each formulation of Maxwell's theory can be interpreted as initial data required to yield a solution to the field equations of that formulation in free space. Also, the amount of initial data required for a solution of the electromagnetic formulation is shown to be equal, without approximation, to that required for a solution of the potential formulation.

Exact equivalence of the strengths of the two formulations leads to a useful concept. An investigator familiar with the second-order potential formulation, but ignorant of the first-order electromagnetic one, could reasonably decide to examine the possibility of expressing the content of Maxwell's theory by a set of first-order field equations simply because the character of initial data predicted by the
strength of the potential formulation is precisely that of a set of first-order differential equations. And, of course, the investigation would meet with success. This suggests that the concept of strength of a field theory may be useful in finding unknown formulations of established field theories.

## II. COUNTING TAYLOR COEFFICIENTS

A function $V\left(x^{\mu}\right)$ expressed as a Taylor series in the neighborhood of a point $P\left(x_{p}^{0}, x_{\rho}^{1}, x_{p}^{2}, x_{p}^{3}\right)$ has the form ${ }^{8}$

$$
\begin{equation*}
V\left(x^{\mu}\right)=\sum_{n=0}^{\infty} \frac{1}{n!}\left[\left(x^{\alpha}-x_{p}^{\alpha}\right) \frac{\partial}{\partial x^{\alpha}}\right]^{n} V_{p}, \tag{2.1}
\end{equation*}
$$

where the subscript on $V$ indicates that derivatives of $V$ are evaluated at $P$. Taking $V\left(x^{\mu}\right)$ as a function of order ${ }^{9}$ zero, we identify an $n$ th-order Taylor coefficient as the coefficient of

$$
\left(x^{0}-x_{p}^{0}\right)^{H}\left(x^{1}-x_{p}^{1}\right)^{I}\left(x^{2}-x_{p}^{2}\right)^{J}\left(x^{3}-x_{p}^{3}\right)^{K},
$$

where $H, I, J$, and $K$ are non-negative integers and

$$
n=H+I+J+K
$$

In particular, $V_{p}$ is the only zeroth-order coefficient, $\left(V_{, \alpha}\right)_{p}$ are the four first-order coefficients, and $\frac{1}{2}\left(V_{, \alpha, \beta}\right)_{p}$ are the ten second-order coefficients. ${ }^{10}$

The number of $n$ th-order Taylor coefficients appearing in the description of $V$ is

$$
\begin{align*}
& N_{n}^{4}=(n+3)!/ 3!n!\quad(n \geqslant 0),  \tag{2.2a}\\
& N_{n}^{4}=0 \quad(n<0) . \tag{2.2b}
\end{align*}
$$

By induction the number of $n$ th-order coefficients for a ze-roth-order function of $m$ variables is ${ }^{11}$

$$
\begin{align*}
& N_{n}^{m}=(n+m-1)!/(m-1)!n!\quad(n \geqslant 0, m \geqslant 1),  \tag{2.3a}\\
& N_{n}^{m}=0 \quad(n<0 \text { or } m<1) . \tag{2.3b}
\end{align*}
$$

An easily derived relation exists among numbers of Taylor coefficients of different orders:

$$
\begin{equation*}
N_{n}^{m}=N_{n}^{m-1}+N_{n-1}^{m} . \tag{2.4}
\end{equation*}
$$

This relation is used below repeatedly in simplifying expressions for the strength of field equations.

In following sections, the total number of free $n$ th-order Taylor coefficients of one set of functions is compared with the total number of free $n$ th-order Taylor coefficients of another set of functions for the case in which the functions of one set are linear combinations of first derivatives of the functions of the second set. Assigning each function an order permits accurate comparison of Taylor coefficients having the same dimensions. Since $V\left(x^{\mu}\right)$ is taken here to be a function of order zero, its $n$ th-order coefficients contain $n$th derivatives of $V$, and $V$ has $N_{n}^{4} n$ th-order coefficients. If $V$ were an $r$ th-order function, its $n$ th-order Taylor coefficients would contain $(n-r)$ th derivatives of $V$, and $V$ would have $N_{n-r}^{4} n$ th-order coefficients. In Sec. III, Maxwell's potentials $A^{\alpha}$ are shown to be functions of first order. Maxwell's electromagnetic components $F^{\alpha \beta}$ are then necessarily of second order.

## III. STRENGTH OF MAXWELL'S EQUATIONS

If the concept of strength of a field theory is to be of value, then the strength should be independent of the manner in which the theory is presented. One would expect the theory to have the same strength when considered from different points of view.

In this section, strengths of the electromagnetic and potential formulations of Maxwell's theory in free space are derived and shown to be precisely equivalent. Conformal invariance of the theory is included in each case. Accounting for conformal invariance in the analysis lays the groundwork for expanding the concept of strength beyond its previous treatment in the literature. For simplicity, both formulations are written in Minkowski coordinates.

## A. Electromagnetic formulation

Maxwell's equations in free space are

$$
\begin{align*}
& C^{\alpha} \equiv F^{\alpha \beta}=0  \tag{3.1a}\\
& D_{\alpha \beta \sigma} \equiv F_{\alpha \beta, \sigma}+F_{\sigma \alpha, \beta}+F_{\beta \sigma, \alpha}=0 . \tag{3.1b}
\end{align*}
$$

The electromagnetic contravariant and covariant components, $F^{\alpha \beta}$ and $F_{\alpha \beta}$, are antisymmetric in $\alpha$ and $\beta$. They are related by

$$
\begin{equation*}
F^{\alpha \beta}=\eta^{\alpha \sigma} \eta^{\beta \mu} F_{\sigma \mu} \tag{3.2}
\end{equation*}
$$

where $\eta^{00}=1, \eta^{11}=\eta^{22}=\eta^{33}=-1$, and $\eta^{\alpha \beta}=0$ for $\alpha \neq \beta$.

The $4+4$ field equations contain six linearly independent field variables, $F_{01}, F_{02}, F_{03}, F_{12}, F_{23}$, and $F_{31}$, where the first three are electric field components and the last three are magnetic field components. Each is taken to be of order 2 and each is a function of four independent variables $x^{\mu}$. Each function has its own Taylor series so that the six functions together contain $6 N_{n-2}^{4} n$ th-order Taylor coefficients.

Many relations derivable from the field equations exist among these $n$ th-order coefficients. Repeatedly differentiating each of the eight field equations $n-3$ times yields a total of $8 N_{n-3}^{4}$ relations among the $n$ th-order coefficients of $F^{\alpha \beta}$.

These $8 N_{n-3}^{4}$ relations are not independent because the field equations themselves are not independent. Two identities exist among the field equations:

$$
\begin{align*}
& C_{, \alpha}^{\alpha}=0  \tag{3.3a}\\
& D_{\alpha \beta \sigma, \mu}-D_{\beta \sigma \mu, \alpha}+D_{\sigma \mu \alpha, \beta}-D_{\mu \alpha \beta, \sigma}=0 \tag{3.3b}
\end{align*}
$$

where no two indices in (3.3b) have the same value. These identities exist because of the functional forms of the field equations; they would be valid even if the field equations did not state that $C^{\alpha}$ and $D_{\alpha \beta \sigma}$ were zero. Repeatedly differentiating the identities $n-4$ times yields a total of $2 N_{n-4}^{4}$ identities among the $8 N_{n-3}^{4}$ relations. Therefore, there are just $8 N_{n-3}^{4}-2 N_{n-4}^{4}$ independent relations among the $n$ th-order coefficients resulting from the field equations. This number should be subtracted from the total number of $n$ th-order coefficients of $F^{\alpha \beta}$.

The field equations are invariant with respect to a conformal transformation, ${ }^{12}$ which consists of the space-time translation

$$
\begin{equation*}
x^{\mu}=x^{\prime \mu}+\epsilon^{\mu} \tag{3.4a}
\end{equation*}
$$

the proper homogeneous Lorentz transformation

$$
\begin{equation*}
x^{\mu}=\Lambda_{\sigma}^{\mu} x^{\prime \sigma} \tag{3.4b}
\end{equation*}
$$

the scale transformation

$$
\begin{equation*}
x^{\mu}=s x^{\prime \mu} \tag{3.4c}
\end{equation*}
$$

and the acceleration transformation

$$
\begin{equation*}
x^{\mu}=\left(1+2 a^{\alpha} x_{\alpha}^{\prime}+a^{\alpha} a_{\alpha} x^{\prime \beta} x_{\beta}^{\prime}\right)^{-1}\left(x^{\prime \mu}+a^{\mu} x^{\prime \sigma} x_{\sigma}^{\prime}\right) \tag{3.4d}
\end{equation*}
$$

The four parameters $\epsilon^{\mu}$ of order -1 , the six parameters $\Lambda^{\mu}{ }_{\sigma}$ of order zero, the single parameter $s$ of order zero, and the four parameters $a^{\mu}$ of first order play no part in the character of the fields themselves. These 15 parameters can be chosen to eliminate four Taylor coefficients of order -1 , seven coefficients of order zero, and four coefficients of first order from those of $F^{\alpha \beta}$. Since from (2.3) $N_{n}^{1}=0$ for $n<0$ and $N_{n}^{1}=1$ for $n \geqslant 0$, this indicates that

$$
4 N_{n+1}^{1}+3 N_{n}^{1}-3 N_{n-1}^{1}-4 N_{n-2}^{1}
$$

should be subtracted from the number of $n$ th-order Taylor coefficients of $F^{\alpha \beta}$.

The number $Z_{n}^{E}$ of free $n$ th-order coefficients ${ }^{13}$ is then

$$
\begin{align*}
Z_{n}^{E}= & 6 N_{n-2}^{4}-\left(8 N_{n-3}^{4}-2 N_{n-4}^{4}\right) \\
& -\left(4 N_{n+1}^{1}+3 N_{n}^{1}-3 N_{n-1}^{1}-4 N_{n-2}^{1}\right) \tag{3.5}
\end{align*}
$$

The first three terms on the right-hand side can be eliminated by repeated use of (2.4). The result is

$$
\begin{align*}
Z_{n}^{E}= & 4 N_{n-2}^{3}+2 N_{n-2}^{2}-4 N_{n+1}^{1} \\
& -3 N_{n}^{1}+3 N_{n-1}^{1}+4 N_{n-2}^{1} \tag{3.6}
\end{align*}
$$

This can be made more amenable to interpretation if it noted from (2.3a) and (2.3b) that $N_{n}^{1}=0$ for $n<0$ and $N_{n}^{1}$ $=1$ for $n \geqslant 0$ and if the result in (3.6) is expressed in the form

$$
\begin{align*}
& Z_{-1}^{E}=-4, \quad Z_{0}^{E}=-7, \quad Z_{1}^{E}=-4  \tag{3.7a}\\
& Z_{n}^{E}=4 N_{n-2}^{3}+2 N_{n-2}^{2} \quad(n \geqslant 2) \tag{3.7b}
\end{align*}
$$

Interpretation of $Z_{n}^{E}$ is straightforward. The negative numbers for $Z_{-1}^{E}, Z_{0}^{E}$, and $Z_{1}^{E}$ appear because of the conformal invariance of the system. The quantity $N_{n-2}^{3}$ is the number of $n$ th-order Taylor coefficients for a second-order function of three variables, and $N_{n-2}^{2}$ is that for a second-
order function of two variables. Thus $Z_{n}^{E}$ for $n \geqslant 2$ corresponds to four second-order functions of three variables and two second-order functions of two variables. These functions can be chosen freely provided they are consistent with the field equations. The selected functions can be viewed as initial data, which can be correlated with the Cauchy initialvalue problem as applied to the field equations, ${ }^{7}$ an interpretation that is verified by an example in Appendix A.

This development complements the work of Mariwalla ${ }^{6}$ in several respects. Conformal invariance is included for the first time here in the derivation of $Z_{n}^{E}$, resulting in (3.7a). The result for $Z_{n}^{E}$ in (3.7b), together with its detailed interpretation, is original here.

Mariwalla ${ }^{6}$ expressed $Z_{n}^{E}$ and the strength $Z_{n}^{P}$ for the potential formulation in the infinite series

$$
\begin{align*}
& Z_{n}^{E}=N_{n-2}^{4}\left(E_{0}+E_{1} / n+E_{2} / n^{2}+\cdots\right),  \tag{3.8a}\\
& Z_{n}^{P}=N_{n-2}^{4}\left(P_{0}+P_{1} / n+P_{2} / n^{2}+\cdots\right), \tag{3.8b}
\end{align*}
$$

where all $E_{m}$ and $P_{m}$ were constants. Mariwalla ${ }^{6}$ showed that $E_{0}=P_{0}=0$ and $E_{1}=P_{1}$. The coefficients $E_{m}$ and $P_{m}$ for $m>1$ were not considered. In effect, this meant that $Z_{n}^{E}$ and $Z_{n}^{P}$ were shown to be equal only for large $n$. Exact equivalence of the free data for the two formulations did not follow from this result.

In Sec. III B, $\boldsymbol{Z}_{n}^{P}$ is derived and shown to be equal to $Z_{n}^{E}$ for all $n$. Next, $\boldsymbol{Z}_{n}^{P}$ is shown to represent initial data required to yield a solution of the potential formulation of Maxwell's equations in free space. Finally, the suggestion that the strength concept may be useful in finding unknown formulations of established field theories is discussed.

## B. Potential formulation

In free space, the potentials $A^{\sigma}$ satisfy the field equations

$$
\begin{equation*}
K^{\alpha} \equiv \eta^{\mu \beta} A_{, \mu, \beta}^{\alpha}-\eta^{\mu \alpha} A_{, \mu, \beta}^{\beta}=0 . \tag{3.9}
\end{equation*}
$$

Since each of the functions $A^{\sigma}$ is of first order, the four functions together contain $4 N_{n-1}^{4} n$ th-order Taylor coefficients.

The system is conformally invariant so that, as in the electromagnetic formulation,

$$
4 N_{n+1}^{1}+3 N_{n}^{1}-3 N_{n-1}^{1}-4 N_{n-2}^{1}
$$

should be subtracted from the number of $n$ th-order coefficients of $A^{\sigma}$ to account for conformal invariance of the system.

Many relations, derivable from the four field equations, exist among these $n$ th-order coefficients. Repeatedly differentiating (3.9) $n-3$ times yields a total of $4 N_{n-3}^{4}$ relations among the $n$ th-order coefficients. The $4 N_{n-3}^{4}$ relations are not independent, however, because the four field equations are not independent. An identity exists among them:

$$
\begin{equation*}
K_{, \alpha}^{\alpha}=0 \tag{3.10}
\end{equation*}
$$

This identity comes about because of the form of the field equations. It would be valid even if $K^{\alpha}$ were not zero. Repeatedly differentiating this identity $n-4$ times yields $N_{n-4}^{4}$ identities among the $n$ th-order relations. Therefore, there are just $4 N_{n-3}^{4}-N_{n-4}^{4}$ independent relations among the $n$ th-order coefficients. This number must be subtracted
from the total number of $n$ th-order coefficients describing $A^{\sigma}$ to account for the field equations.

The field equations (3.9) exhibit gauge invariance. They remain unchanged by a gauge transformation

$$
\begin{equation*}
A_{\alpha}=A_{\alpha}^{\prime}+\Omega_{, \alpha} \tag{3.11}
\end{equation*}
$$

where $\Omega\left(x^{\mu}\right)$ is an arbitrary function of order zero. Many of the $n$ th-order coefficients of $A^{\sigma}$ can be removed by performing a gauge transformation. Such coefficients should not be included in the number of free $n$ th-order coefficients because they are not necessary for describing the field; they can be transformed away.

Since the gauge function $\Omega$ is of order zero, $N_{n}^{4} n$ thorder coefficients are required to describe it. However, the linear transformation

$$
\begin{equation*}
\Omega=\Omega^{\prime}+\delta, \tag{3.12}
\end{equation*}
$$

where $\delta$ is any constant of zero order, leaves the gauge transformation (3.11) itself unchanged. Since $\delta$ plays no role in describing the gauge transformation, the quantity $N_{n}^{1}-N_{n-1}^{1}$ should be subtracted from the number of $n$ thorder coefficients describing $\Omega$. This means that $N_{n}^{4}-\left(N_{n}^{1}-N_{n-1}^{1}\right)$ must be subtracted from the number of $n$ th-order coefficients of $A^{\sigma}$ in order to account for the gauge invariance of the field equations.

The constant $\delta$ can be interpreted as a quantity corresponding to the parameter $s$ associated with the scale transformation ( 3.4 c ) in a conformal transformation. The quantity $s$ is dimensionless. Its order is arbitrarily taken here to be zero. Taking the order of $\delta$ to be equal to the order of $s$ requires both $\delta$ and $\Omega$ to have order $0, A^{\alpha}$ to have order 1 , and $F^{\alpha \beta}$ to have order 2.

The number $Z_{n}^{P}$ of free $n$ th-order coefficients ${ }^{14}$ for the potential formulation is then

$$
\begin{align*}
Z_{n}^{P}= & 4 N_{n-1}^{4}-\left(4 N_{n-3}^{4}-N_{n-4}^{4}\right) \\
& -\left(N_{n}^{4}-N_{n}^{1}+N_{n-1}^{1}\right) \\
& -\left(4 N_{n+1}^{1}+3 N_{n}^{1}-3 N_{n-1}^{1}-4 N_{n-2}^{1}\right) . \tag{3.13}
\end{align*}
$$

It should be noted that the gauge function $\Omega$ and the constant $\delta$ play essential roles in the development of (3.13); if they were not considered, the calculated number of free $n$ thorder coefficients would be incorrect.

The expression on the right-hand side of (3.13) can be simplified by repeated use of (2.4). The result is

$$
\begin{align*}
Z_{n}^{P}= & 4 N_{n-2}^{3}+2 N_{n-2}^{2}-4 N_{n+1}^{1} \\
& -3 N_{n}^{1}+3 N_{n-1}^{1}+4 N_{n-2}^{1} \tag{3.14}
\end{align*}
$$

Comparing (3.14) with (3.6) yields

$$
\begin{equation*}
Z_{n}^{E}=Z_{n}^{P} \quad(\text { all } n) \tag{3.15}
\end{equation*}
$$

This agreement between the strengths of the electromagnetic and potential formulations means that each formulation requires exactly the same amount of initial data for a solution to the respective set of field equations. Of course, the form of the initial data in each formulation is expected to be different, but this does not detract from the significance of (3.15).

Verification that $Z_{n}^{P}$ of (3.14) represents the amount of initial data required for a solution of (3.9) begins with an
examination of (3.9) in expanded form:

$$
\begin{align*}
& \eta^{j k} \boldsymbol{A}_{j, k}^{0}-\eta^{00} \boldsymbol{A}_{j, 0}^{j}=0,  \tag{3.16a}\\
& \eta^{00} A_{, 0,0}^{o}=-\eta^{i k} A_{j, k}^{i}+\eta^{i j} A_{, \alpha, j}^{\alpha} . \tag{3.16b}
\end{align*}
$$

The form of (3.16) precludes the determination of $A^{\circ}$ at time $t+\Delta t$ even if $A^{\alpha}$ and $A_{, 0}^{\alpha}$ are known everywhere at time $t$. This impasse is overcome by imposition of a gauge condition, which here is taken to be that of Lorentz:

$$
\begin{equation*}
A_{, \alpha}^{a}=0 . \tag{3.17}
\end{equation*}
$$

As Mariwalla ${ }^{6}$ showed, a gauge condition does not change the strength $Z_{n}^{P}$ of the potential formulation if an appropriate constraint is imposed on the gauge function $\Omega$ used in any gauge transformation. Equation (3.17) remains unchanged under any gauge transformation for which the gauge function $\Omega$ satisfies ${ }^{15}$

$$
\begin{equation*}
\eta^{\alpha \beta} \Omega_{, \alpha, \beta}=0 \tag{3.18}
\end{equation*}
$$

Including (3.17) in the strength calculation adds $N_{n-2}^{4}$ to $Z_{n}^{P}$, while including (3.18) in the strength calculation subtracts $N_{n-2}^{4}$ from $Z_{n}^{P}$.

Equation (3.14) can be written, with the aid of (2.4), in the form

$$
\begin{align*}
Z_{n}^{P}= & \left(4 N_{n-1}^{3}+2 N_{n-2}^{3}+N_{n-2}^{2}\right)-\left(N_{n}^{3}+N_{n-1}^{3}\right) \\
& -\left(4 N_{n+1}^{1}+2 N_{n}^{1}-2 N_{n-1}^{1}-4 N_{n-2}^{1}\right) . \tag{3.19}
\end{align*}
$$

Terms in the first set of parentheses correspond to initial data required to yield solutions of the field equations (3.9) and the Lorentz condition (3.17) together. Terms in the second set of parentheses correspond to initial data required to yield solutions of the constraint (3.18) on $\Omega$. Thus initial data in the form of four first-order functions of three variables, two second-order functions of three variables, and one second-order function of two variables are required to yield solutions of (3.9) and (3.17) for $A^{\alpha}$. Initial data in the form of one zeroth-order function of three variables and one firstorder function of three variables are required to yield a solution of (3.18) for $\Omega$. Since $\Omega$ plays no physical role in the description of the field, the solution for $\Omega$ can be used in a gauge transformation (3.11) to eliminate irrelevant data in $A^{\alpha}$.

It is not obvious that the amount of initial data of the first set of parentheses in (3.19) is sufficient to yield solutions of the four field equations (3.9) and the Lorentz condition (3.17) for $A^{\sigma}$. An example demonstrating that they are sufficient is given in Appendix B.

Terms in the third set of parentheses of (3.19) correspond to the reduction in initial data permitted by a spacetime translation (3.4a), a homogeneous Lorentz transformation (3.4b), and an acceleration transformation (3.4d). The difference between the coefficients of $N_{n}^{1}-N_{n-1}^{1}$ in (3.19) and (3.14) indicates that the system is no longer invariant with respect to a scale transformation (3.4c).

Equation (3.14) shows that the amount of initial data required for the set of second-order field equations (3.9), relating functions of first order, is precisely the same as the amount of initial data required for a set of first-order differential equations relating functions of second order. If an in-
vestigator, unaware of the existence of the electromagnetic formulation, obtained the result of (3.14) for the potential formulation, he might feel compelled to seek a reformulation of the theory in the form of eight first-order differential equations having two identities of second order. He would expect the equations to relate six dependent variables, each of which could be written as a linear combination of first derivatives of $A^{\sigma}$. He would also expect the equations to exhibit conformal invariance. He could not be certain that the first-order equations existed, but he could be sure that they would have the predicted form if they did exist. And, of course, the investigator would meet with success in this case.

These results for Maxwell's theory suggest that the concept of strength of a field theory as described here may be useful in obtaining unknown formulations, together with their invariance properties, of established field theories.

## APPENDIX A: INITIAL DATA FOR THE ELECTROMAGNETIC FORMULATION

Presented here is an example demonstrating that the number of Taylor coefficients of (3.7b) corresponds to initial data required for a solution to the electromagnetic formulation of Maxwell's theory. Suppose $F_{01}, F_{02}, F_{23}$, and $F_{31}$ are given at all points in space at time $x^{0}=0$, and $F_{03}$ and $F_{12}$ are given at all points on the $x^{3}=0$ plane at $x^{0}=0$. These six initial conditions constitute an example of four second-order functions of three variables and two second-order functions of two variables that can be chosen freely.

With these initial conditions given, Maxwell's equations provide solutions at all points in space for all time. The components $F_{03}$ and $F_{12}$ are found at all points in space at time $x^{0}=0$ from (3.1a) with $\alpha=0$ and from (3.1b) with $\alpha=1$, $\beta=2$, and $\sigma=3$ :

$$
\begin{align*}
& F_{03}\left(0, x^{1}, x^{2},(n+1) \Delta x^{3}\right)=F_{03}-\left(F_{01,1}+F_{02,2}\right) \Delta x^{3}  \tag{Al}\\
& F_{12}\left(0, x^{1}, x^{2},(n+1) \Delta x^{3}\right)=F_{12}-\left(F_{23,1}+F_{31,2}\right) \Delta x^{3} \tag{A2}
\end{align*}
$$

where the right-hand sides are evaluated at ( $0, x^{1}, x^{2}, n \Delta x^{3}$ ) and where the relations $F^{0 j}=-F_{0 j}$ from (3.3) have been employed. The quantity $\Delta x^{3}$ is incremental length and $n$ is an integer running from 0 to $\pm \infty$.

The electric field components $F_{0 j}$ and the magnetic field components $F_{j k}$ are found for all time, respectively, from (3.1a) with $\alpha=j$ and from (3.1b) with $\alpha=j, \beta=k$, and $\sigma=0$ :
$F_{0 j}\left((n+1) \Delta x^{0}, x^{m}\right)=F_{0 j}-\left(F_{j 1,1}+F_{j 2,2}+F_{j 3,3}\right) \Delta x^{0}$,
$F_{j k}\left((n+1) \Delta x^{0}, x^{m}\right)=F_{j k}+\left(F_{0 k j}-F_{0 j, k}\right) \Delta x^{0}$,
where the right-hand sides are evaluated at ( $n \Delta x^{0}, x^{m}$ ), where $\Delta x^{0}$ is the speed of light times incremental time, and where $n$ is an integer running from 0 to $\pm \infty$. The relations $F^{0 j}=-F_{0 j}$ and $F^{j k}=F_{j k}$ from (3.2) have been employed in arriving at (A3).

## APPENDIX B: INITIAL DATA FOR THE POTENTIAL FORMULATION

Presented here is an example demonstrating that the terms in the first set of parentheses of (3.19) correspond to
the amount of initial data required for a complete solution of the potential field equations (3.9) and the Lorentz condition (3.17).

If initial data for the determination of $A^{\sigma}$ are taken to be $A^{\sigma}\left(0, x^{m}\right), A_{, 0}^{1}\left(0, x^{m}\right), A_{, 0}^{2}\left(0, x^{m}\right)$, and $A_{, 0}^{3}\left(0, x^{1}, x^{2}, 0\right)$, then (3.17) gives $A_{, 0}^{0}\left(0, x^{m}\right)$ :

$$
\begin{equation*}
A_{, 0}^{0}\left(0, x^{m}\right)=-A_{j}^{j}\left(0, x^{m}\right) \tag{B1}
\end{equation*}
$$

The remaining initial condition $A_{, 0}^{3}\left(0, x^{m}\right)$ is found first by combining (3.9) and (3.17) and writing the result for $\alpha=0$ :

$$
\begin{equation*}
A_{, 0,0}^{0}+\eta^{i k} A_{j, k}^{0}=0 . \tag{B2}
\end{equation*}
$$

Next, differentiating (3.17) with respect to $x^{0}$ gives

$$
\begin{equation*}
A_{, 0,0}^{0}+A_{j, 0}^{j}=0 \tag{B3}
\end{equation*}
$$

Subtracting (B3) from (B2) and solving for ( $\left.A_{, 0}^{3}\right)_{, 3}$ yield

$$
\begin{equation*}
\left(A_{, 0}^{3}\right)_{, 3}=\eta^{i k} A_{j, k}^{0}-\left(A_{, 0}^{1}\right)_{, 1}-\left(A_{, 0}^{2}\right)_{, 2} \tag{B4}
\end{equation*}
$$

The right-hand side is known at all points in space at $x^{0}=0$. Since $A_{, 0}^{3}\left(0, x^{1}, x^{2}, 0\right)$ is known, $A_{0}^{3}\left(0, x^{m}\right)$ can be found from (B4) by stepping the $x^{3}$ coordinate.

Since the components $A^{\sigma}\left(0, x^{m}\right)$ are given and since $A_{, 0}^{\sigma}\left(0, x^{m}\right)$ are now known, the components $A^{\sigma}\left(x^{\alpha}\right)$ can be found from (3.16b) and (3.17) everywhere for all time by stepping the time coordinate.

Finally, if initial data for $\Omega$ is given in the form of functions for $\Omega\left(0, x^{m}\right)$ and $\Omega, 0\left(0, x^{m}\right)$, a complete solution for $\Omega$ at all points in space-time can be found from (3.18) by stepping the time coordinate. In effect, the amount of initial data required for finding a complete solution for $\Omega$ can be removed from the amount of total initial data required for a
solution for $A^{\sigma}$ by performing a gauge transformation.
${ }^{1}$ A. Einstein, The Meaning of Relativity (Princeton U. P., Princeton, NJ, 1955), 4th ed., p. 133.
${ }^{2}$ R. Penney, J. Math. Phys. 6, 1607 (1965).
${ }^{3}$ C. Hoenselaers, Prog. Theor. Phys. 58, 1185 (1977).
${ }^{4}$ R. Burman, Czech. J. Phys. B 27, 113 (1977).
${ }^{5}$ G. L. Murphy, Int. J. Theor. Phys. 18, 323 (1979).
${ }^{6}$ K. H. Mariwalla, J. Math. Phys. 15, 468 (1974).
${ }^{7}$ B. F. Schutz, J. Math. Phys. 16, 855 (1975).
${ }^{8}$ Greek indices take on values $0,1,2,3$, while Latin indices take on values $1,2,3$. Repeated indices are summed.
${ }^{9}$ The order of a function here is a number describing the dimension of the function relative to a reference function whose order is a number chosen arbitrarily. The derivative with respect to $x^{\alpha}$ of a function of order $r$ has order $r+1$. Multiplying a function of order $r$ by $x^{\alpha}$ yields a function of order $r-1$.
${ }^{10}$ Partial differentiation of a variable $Q^{\mu}$ with respect to $x^{\sigma}$ is denoted by $Q_{, \sigma}^{\mu}$.
${ }^{11}$ The quantity on the right-hand side of (2.3a) was designated ( $\binom{m}{n}$ by Einstein, ${ }^{1}$ and later $\left[\begin{array}{c}m \\ n\end{array}\right]$ by Mariwalla. ${ }^{6}$ It is designated here by $N_{n}^{m}$, a symbol more easily displayed, read, and manipulated algebraically.
${ }^{12}$ T. Fulton, F. Rohrlich, and L. Witten, Rev. Mod. Phys. 34, 442 (1962).
${ }^{13}$ Equation (13) of Mariwalla ${ }^{6}$ contains a minor error; the upper limit on the summation should be $d-2$ rather than $d$. With this change, with $d=4$, and with $n$ replaced by $n-2$, Eq. (13) of Mariwalla's paper reduces to the first three terms on the right-hand side of (3.5). The last four terms on the right-hand side of (3.5) were not obtained by Mariwalla since he ignored conformal invariance of the system.
${ }^{14}$ Mariwalla's ${ }^{6}$ equation just below his Eq. (16) reduces for $d=4$ and for $n$ replaced by $n-1$ to the first four terms on the right-hand side of (3.13). Mariwalla did not obtain the fifth and sixth terms of (3.13) because he did not consider the transformation (3.12), and he did not obtain the last four terms on the right-hand side of (3.13) because he did not consider conformal invariance of the system.
${ }^{15}$ J. D. Jackson, Classical Electrodynamics (Wiley, New York, 1965), p. 181.

# The equivariant inverse problem and the Maxwell equations 

R. J. Noriega and C. G. Schifini<br>Departamento de Matemática, Facultad de Ciencias Exactas y Naturales, Universidad de Buenos Aires, 1428 Buenos Aires, Argentina

(Received 24 June 1986; accepted for publication 26 November 1986)
In affirmative, the equivariant inverse problem for Maxwell-type Euler-Lagrange expressions is solved. This allows the proof of the uniqueness of the Maxwell equations.

## I. INTRODUCTION

It is very well known that Maxwell equations can be written in covariant form as ${ }^{1}$

$$
\begin{align*}
& F_{\mid j}^{i j}=J^{i},  \tag{1.1}\\
& * F^{i j}{ }_{1 j}=0, \tag{1.2}
\end{align*}
$$

where $F^{i j}$ is a skew-symmetric tensor and ${ }^{*} F^{i j}=\eta^{i j h k} F_{h k}$. Equation (1.2) is equivalent to the existence of a covector field $\psi_{i}$ such that

$$
\begin{equation*}
F_{i j}=\psi_{i, j}-\psi_{j, i} . \tag{1.3}
\end{equation*}
$$

The Maxwell equations can be deduced from a variational principle as follows. If

$$
\begin{equation*}
L=L\left(g_{i j} ; \psi_{i} ; \psi_{i, j}\right) \tag{1.4}
\end{equation*}
$$

then from a variation of $\psi_{i}$ we obtain as Euler-Lagrange equations,

$$
\begin{equation*}
E^{i}(L)=\frac{\partial L}{\partial \psi_{i}}-\frac{\partial}{\partial x^{j}}\left(\frac{\partial L}{\partial \psi_{i, j}}\right)=0 \tag{1.5}
\end{equation*}
$$

on choosing

$$
\begin{equation*}
L=\sqrt{g} F^{i j} F_{i j}, \tag{1.6}
\end{equation*}
$$

Eqs. (1.5) become (1.1).
The left-hand side of (1.1) has two properties of covariance: (1) by a transformation of coordinates it changes as a vector; and (2) by a change of gauge, i.e., by a transformation of the type $\psi_{i} \rightarrow \psi_{i}+\phi_{i,}$, where $\phi$ is a scalar, it is invariant. These properties are also possessed by the Lagrangian (1.6). However, the last assertion is not mandatory since the Lagrangian does not have, in general, any physical meaning, although the Euler-Lagrange expressions do have a meaning. The main purpose of this article is to prove that the situation already encountered with the Maxwell equations is found always in spaces of dimension 4, i.e., the assumption of the two covariance properties for the Euler-Lagrange expressions implies that the Lagrange is equivalent to (it has the same Euler-Lagrange expressions as) a Lagrangian with the same properties. ${ }^{2}$ This solves for the affirmative the equivariant inverse problem ${ }^{3}$ for Maxwell-type Euler-Lagrange expressions.

Precisely, we consider a quantity

$$
\begin{equation*}
B^{i}=B^{i}\left(g_{i j} ; g_{i j, h} ; \psi_{i} ; \psi_{i, j} ; \psi_{i, j h}\right) \tag{1.7}
\end{equation*}
$$

such that
(i) $B^{i}$ is a vector,
(ii) $B^{i}$ is gauge invariant,

Here we do not assume any covariance property for $L_{1}$ with respect to transformations of coordinates or changes of gauge. We will prove that (1.7) and (1.8) imply the existence of $L=L\left(g_{i j} ; \psi_{i} ; \psi_{i, j}\right)$, which is a gauge-invariant scalar density such that $E^{i}(L)=B^{i}$.

## II. THE EQUIVARIANT INVERSE PROBLEM

The condition (iii) in (1.8) written in full is

$$
\begin{align*}
B^{i}= & L^{i}-L^{i, j ; h k} g_{h k, j}-L^{i, j ; h} \psi_{h, j} \\
& -\frac{1}{2}\left(L^{i, j ; h, k}+L^{i, k ; h, j}\right) \psi_{h, k j}, \tag{2.1}
\end{align*}
$$

where $L^{i}=\partial L / \partial \psi_{i}, L^{i, j}=\partial L / \partial \psi_{i, j}$, and $L^{h k}=\partial L / \partial g_{h k}$. The coefficients of (2.1) depend only on $g_{i j}, \psi_{i}$, and $\psi_{i, j}$.

Since $B^{i}$ is gauge invariant, by the replacement theorem ${ }^{4}$ we have

$$
\begin{equation*}
B^{i}=H^{i}-\frac{1}{2} H^{i j h} F_{h j}-\frac{2}{3} H^{i j h k} F_{h k \mid j}, \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
& H^{i}=L^{i}\left(g_{i j} ; 0 ; \frac{1}{2} F_{i j}\right), \quad H^{i j h}=L^{i, j ; h}\left(g_{i j} ; 0 ; \frac{1}{2} F_{i j}\right), \\
& H^{i j h k}=\frac{1}{2}\left(L^{i, j ; h, k}+L^{i, k ; h, j}\right)\left(g_{i j} ; 0 ; \frac{1}{2} F_{i j}\right) . \tag{2.3}
\end{align*}
$$

Since $B^{i}$ is a tensorial density, the same is true for $\partial B^{i} / \partial \psi_{h, k j}$. From (2.1) this derivative is $\frac{1}{2}\left(L^{i, j ; h, k}+L^{i, k ; h, j}\right)$. Then $H^{i j h k}$ defined by (2.3) is also a tensorial density. Hence, by (2.2), $H^{i}-\frac{1}{2} H^{i j h} F_{h j}$ is a vector density and depends only on $g_{i j}$ and $F_{i j}$. It is known ${ }^{5}$ that such vector densities are zero, and so we obtain

$$
\begin{equation*}
B^{i}=-\frac{2}{3} H^{i j h k} F_{h k \mid j} \tag{2.4}
\end{equation*}
$$

Denoting $W^{i j h k}=\frac{1}{2}\left(L^{i, j ; h, k}+L^{i, k ; h, j}\right)$, from (2.1) and (2.2) we deduce

$$
\begin{equation*}
W^{i j h k} \psi_{h, k j}=H^{i j h k}\left(\psi_{h, k j}-\psi_{k, h j}\right)+(\cdots) \tag{2.5}
\end{equation*}
$$

where in $(\cdots)$ we have gathered the terms that do not depend on $\psi_{h, k j}$. From the equality of the cross derivatives it is easily obtained that $W^{i j h k}=W^{h k i j}$, and by (2.3), $H^{i j h k}$ $=H^{h k i j}$. Also, $W^{i j h k}=W^{i k h j}$ is valid and so $H^{i j h k}=H^{i k h j}$.

Differentiating (2.5) with respect to $\psi_{a, b c}$ and taking into account the mentioned symmetries, we have

$$
\begin{equation*}
2 W^{i c a b}=2 H^{i c a b}-H^{i c b a}-H^{i b c a} \tag{2.6}
\end{equation*}
$$

Changing $i$ with $a$ and $c$ with $b$ in (2.6) and subtracting the resulting equation to (2.6), it follows that

$$
\begin{equation*}
H^{a b c i}+H^{a c b i}-H^{i c b a}-H^{i b c a}=0 \tag{2.7}
\end{equation*}
$$

Changing $a$ with $c$ and $b$ with $i$ in (2.7) and subtracting the resulting equation to (2.7), we have $H^{a c b i}=H^{i b c a}$, or else

$$
\begin{equation*}
H^{a c b i}=H^{c a i b} \tag{2.8}
\end{equation*}
$$

## Denoting

$$
\begin{equation*}
T^{i j h k}=-\frac{1}{3}\left(H^{i j h k}-H^{i j k h}\right), \tag{2.9}
\end{equation*}
$$

it follows that $T^{i j h k}$ is a tensor, such that

$$
\begin{equation*}
\boldsymbol{B}^{i}=\sqrt{g} T^{i j h k} F_{h k \mid j}, \tag{2.10}
\end{equation*}
$$

and besides,

$$
\begin{equation*}
T^{i j h k}=-T^{j i h k}=T^{h k i j} \tag{2.11}
\end{equation*}
$$

Using Theorem 3 in Kerrighan, ${ }^{5}$ we deduce

$$
\begin{align*}
& T^{i j h k}=A^{*} F^{i j *} F^{h k}-B\left(F^{i k} * F^{j h}-F^{i h} * F^{j k}\right. \\
& \left.-F^{j k} * F^{i h}+F^{j h} * F^{i k}\right)+C F^{i j} F^{h k} \\
& +2 D\left(g^{i h} g^{j k}-g^{i k} g^{j h}\right)+E \eta^{i h k}, \tag{2.12}
\end{align*}
$$

where $A, B, C, D$, and $E$ are scalar concomitants of $g_{i j}$ and $F_{i j}$. Then

$$
\begin{align*}
B^{i}= & \sqrt{g}\left\{\left(A^{*} F^{i j *} F^{h k}+B\left(F^{i j *} F^{h k}+{ }^{*} F^{i j} F^{h k}\right)\right.\right. \\
& \left.\left.+C F^{i j} F^{h k}\right) F_{h k \mid j}+D F_{\mid j}^{i j}\right\} . \tag{2.13}
\end{align*}
$$

Since $B^{i}$ is a Euler-Lagrange expression, it satisfies certain identities ${ }^{6}$ :

$$
\begin{align*}
& B^{i ; j, h k}=B^{j i, h k},  \tag{2.14}\\
& B^{i ; j, h}=-B^{j ; i, h}+2 \frac{\partial}{\partial x^{k}}\left(B^{j ; i, h k}\right)  \tag{2.15}\\
& B^{i ; j}=B^{j ; i}-\frac{\partial}{\partial x^{h}}\left(B^{j ; i, h}\right)+\frac{\partial^{2}}{\partial x^{h} \partial x^{k}}\left(B^{j i, h k}\right) . \tag{2.16}
\end{align*}
$$

It is easy to see that (2.14) is satisfied identically. Let us see what restrictions (2.15) imposes on $A, B, C$, and $D$. It is known ${ }^{7}$ that there are functions $\lambda_{1}, \lambda_{2}, \lambda_{3}$, and $\lambda_{4}$ of two real variables such that

$$
\begin{array}{ll}
A=\lambda_{1}(\phi, \psi), & B=\lambda_{2}(\phi, \psi)  \tag{2.17}\\
C=\lambda_{3}(\phi, \psi), & D=\lambda_{4}(\phi, \psi)
\end{array}
$$

where

$$
\begin{equation*}
\phi={ }^{*} F^{i j} F_{i j}, \quad \psi=F^{i j} F_{i j} . \tag{2.18}
\end{equation*}
$$

Equation (2.15) gives rise, in view of (2.13), to the following:

$$
\begin{align*}
& \left\{2 \frac{\partial \lambda_{1}}{\partial \psi}\left(F^{h k} * F^{a c *} F^{i b}-F^{a b} * F^{i c} * F^{h k}\right)+2 \frac{\partial \lambda_{2}}{\partial \psi}\left(F^{h k} F^{a c} * F^{i b}-F^{a b} F^{i c *} F^{h k}\right)+2 \frac{\partial \lambda_{2}}{\partial \phi}\left({ }^{*} F^{h k} F^{a b} F^{i c}-{ }^{*} F_{a b}^{*} F^{i c} F^{h k}\right)\right. \\
& \quad+2 \frac{\partial \lambda_{2}}{\partial \phi}\left({ }^{*} F^{h k} F^{a c} F^{i b}-{ }^{*} F^{a b} F^{i c} F^{h k}\right)+\frac{\partial \lambda_{4}}{\partial \phi}\left({ }^{*} F^{h k} g^{g i} g^{c b}-* F^{h k} g^{a b} g^{c i}-2 * F^{a b} g^{h i} g^{k c}\right) \\
& \quad+\frac{\partial \lambda_{4}}{\partial \psi}\left(F^{h k} g^{a i} g^{c b}-F^{h k} g^{a b} g^{c i}-2 F^{a b} g^{h i} g^{k c}\right)+\lambda_{2}\left({ }^{*} F^{i b} g^{h a} g^{k c}+\frac{1}{2} * F^{h k} g^{i b} g^{c a}-\frac{1}{2} * F^{h k} g^{i a} g^{c b}\right) \\
& \left.\quad+\lambda_{3}\left(F^{i b} g^{h a} g^{k c}+\frac{1}{2} F^{h k} g^{i b} g^{c a}-\frac{1}{2} F^{h k} g^{i a} g^{c b}\right)\right\}\left(\psi_{h, k c}-\psi_{k, h c}\right)+(i \leftrightarrow a)=(\cdots) \tag{2.19}
\end{align*}
$$

where ( $i \leftrightarrow a$ ) denotes symmetrization of the previous expression with respect to $i$ and $a$, and where we have gathered in $(\cdots)$ all the terms that do not depend on the second derivatives of $\psi_{i}$.

It is known ${ }^{8}$ that given a point on the underlying manifold there is a coordinate system such that, at the point

$$
\begin{align*}
& \left(g_{i j}\right)=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),  \tag{2.20}\\
& \left(F_{i j}\right)=\left(\begin{array}{cccc}
0 & \alpha & 0 & 0 \\
-\alpha & 0 & 0 & 0 \\
0 & 0 & 0 & \beta \\
0 & 0 & -\beta & 0
\end{array}\right),
\end{align*}
$$

from where we deduce

$$
\begin{align*}
& \left(F^{i}\right)=\left(\begin{array}{cccc}
0 & -\alpha & 0 & 0 \\
\alpha & 0 & 0 & 0 \\
0 & 0 & 0 & \beta \\
0 & 0 & -\beta & 0
\end{array}\right),  \tag{2.21}\\
& \left({ }^{*} F^{i j}\right)=\left(\begin{array}{cccc}
0 & 2 \beta & 0 & 0 \\
-2 \beta & 0 & 0 & 0 \\
0 & 0 & 0 & 2 \alpha \\
0 & 0 & -2 \alpha & 0
\end{array}\right) .
\end{align*}
$$

Differentiating (2.19) with respect to $\psi_{a, b c}$ and choosing $i=a=1, c=b=s=4$, and $r=3$, we obtain

$$
\begin{equation*}
4 \alpha \frac{\partial \lambda_{4}}{\partial \phi}+2 \beta \frac{\partial \lambda_{4}}{\partial \psi}=2 \alpha \lambda_{2}+\beta \lambda_{3} . \tag{2.22}
\end{equation*}
$$

Differentiating (2.19) with respect to $\psi_{a, b c}$ and choosing $i=a=4, c=b=s=2$, and $r=1$, we have

$$
\begin{equation*}
4 \beta \frac{\partial \lambda_{4}}{\partial \phi}-2 \alpha \frac{\partial \lambda_{4}}{\partial \psi}=2 \beta \lambda_{2}-\alpha \lambda_{3} . \tag{2.23}
\end{equation*}
$$

Let us suppose for the moment that $\operatorname{det}\left(F_{i j}\right) \neq 0$. Then from (2.22) and (2.23) it follows easily that

$$
\begin{equation*}
\lambda_{2}=2 \frac{\partial \lambda_{4}}{\partial \phi}, \quad \lambda_{3}=2 \frac{\partial \lambda_{4}}{\partial \psi} . \tag{2.24}
\end{equation*}
$$

Differentiating (2.19) with respect to $\psi_{a, b c}$ and choosing now $a=b=1, c=i=2, r=3$, and $s=4$, we obtain

$$
\begin{equation*}
2 \beta \frac{\partial \lambda_{2}}{\partial \phi}+\alpha \frac{\partial \lambda_{2}}{\partial \psi}=2 \beta \frac{\partial \lambda_{1}}{\partial \psi}+\alpha \frac{\partial \lambda_{3}}{\partial \phi} \tag{2.25}
\end{equation*}
$$

Finally, differentiating (2.19) with respect to $\psi_{a, b c}$ and choosing $a=b=4, c=i=3, r=1$, and $s=2$, we have

$$
\begin{equation*}
2 \alpha \frac{\partial \lambda_{1}}{\partial \psi}+\beta \frac{\partial \lambda_{2}}{\partial \psi}=2 \alpha \frac{\partial \lambda_{2}}{\partial \phi}+\beta \frac{\partial \lambda_{3}}{\partial \phi} . \tag{2.26}
\end{equation*}
$$

From (2.25) and (2.26) it follows that

$$
\begin{equation*}
\frac{\partial \lambda_{2}}{\partial \phi}=\frac{\partial \lambda_{1}}{\partial \psi}, \quad \frac{\partial \lambda_{2}}{\partial \psi}=\frac{\partial \lambda_{3}}{\partial \phi} . \tag{2.27}
\end{equation*}
$$

Now, (2.24) and (2.27) are the integrability conditions we
need to establish the existence of a scalar $T=T(\phi, \psi)$ such that

$$
\begin{array}{ll}
\lambda_{1}=2 \frac{\partial^{2} T}{\partial \phi^{2}}, & \lambda_{2}=2 \frac{\partial^{2} T}{\partial \phi \partial \psi}  \tag{2.28}\\
\lambda_{3}=2 \frac{\partial^{2} T}{\partial \psi^{2}}, & \lambda_{4}=\frac{\partial T}{\partial \psi}
\end{array}
$$

In this case, a straightforward computation proves that

$$
\begin{equation*}
B^{i}=E^{i}(L) \tag{2.29}
\end{equation*}
$$

where $L=\sqrt{g} T$ is a gauge-invariant scalar density. This solves the equivariant inverse problem since $\operatorname{det}\left(F_{i j}\right) \neq 0$ is a dense subset of the space of variables $g_{i j}, F_{i j}$ [and then (2.29) is valid everywhere by a continuity argument].

## III. THE MAXWELL EQUATIONS

We have proved in Sec. II that if $B^{i}$ is of the type (1.7) and it satisfies (1.8), then

$$
\begin{equation*}
B^{i}=L_{\mid j}^{i j} \tag{3.1}
\end{equation*}
$$

where $L^{i j}=\partial L / \partial F_{i j}$ and $L=\sqrt{g} T(\phi, \psi)$, with $\phi$ and $\psi$ given by (2.18). By similarity, with the Maxwell equations (1.1) and (1.2), we could claim the field equations to be

$$
\begin{align*}
& L_{\mid j}^{i j}=J^{i}  \tag{3.2}\\
& * L_{i j}^{i j}=0 \tag{3.3}
\end{align*}
$$

Now, Eqs. (3.3) corresponding to the Maxwell internal equations do not depend on the charge and current distribution, and so they should be satisfied identically. Written out in full, they are

$$
\begin{align*}
* L_{\mid j}^{i j}= & \sqrt{g}\left[16 \frac{\partial^{2} L}{\partial \phi^{2}} * F^{h k} F^{i j} F_{h k \mid j}+16 \frac{\partial^{2} L}{\partial \phi \partial \psi} F^{h k} F^{i j} F_{h k \mid j}\right. \\
& +8 \frac{\partial L}{\partial \phi} F_{\mid j}^{i j}+4 \frac{\partial^{2} L}{\partial \psi \partial \phi} * F^{h k} * F^{i j} F_{h k \mid j} \\
& \left.+4 \frac{\partial^{2} L}{\partial \psi^{2}} * F^{i j} F^{h k} F_{h k \mid j}\right]=0 \tag{3.4}
\end{align*}
$$

Differentiating (3.4) with respect to $\psi_{a, b c}$, we obtain

$$
\begin{align*}
& 4 \frac{\partial^{2} L}{\partial \phi^{2}}\left({ }^{*} F^{a b} F^{i c}+{ }^{*} F^{a c} F^{i b}\right)+4 \frac{\partial^{2} L}{\partial \phi \partial \psi}\left(F^{a b} F^{i c}+F^{a c} F^{i b}\right) \\
& \quad+\frac{\partial^{2} L}{\partial \psi \partial \phi}\left(* F^{a b} * F^{i c}+{ }^{*} F^{a c *} F^{i b}\right) \\
& \quad+\frac{\partial^{2} L}{\partial \psi^{2}}\left(F^{\left.a b * F^{i c}+F^{a c *} F^{i b}\right)}\right. \\
& \quad+\frac{\partial L}{\partial \phi}\left(2 g^{i a} g^{b c}-g^{i b} g^{a c}-g^{i c} g^{a b}\right)=0 \tag{3.5}
\end{align*}
$$

In the coordinate system in which (2.20) is valid and choosing $a=b=1, c=i=3$, we have $\partial L / \partial \phi=0$ if we assume $\operatorname{det}\left(F_{i j}\right) \neq 0$. Choosing now $a=i=1, b=c=2$, it follows that $\partial^{2} L / \partial \psi^{2}=0$. By a continuity argument we deduce that everywhere,

$$
\begin{equation*}
L=\sqrt{g}(C \psi+A) \tag{3.6}
\end{equation*}
$$

where $A$ and $C$ are real numbers, and so

$$
L_{i j}^{i j}=C \sqrt{g} F_{\mid j}^{i j}
$$

which makes (3.2) the usual Maxwell equations.
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#### Abstract

Operation-valued stochastic processes give a formalization of the concept of continuous (in time) measurements in quantum mechanics. In this article, a first stage $M$ of a measuring apparatus coupled to the system $S$ is explicitly introduced, and continuous measurement of some observables of $M$ is considered (one can speak of an indirect continuous measurement on $S$ ). When the degrees of freedom of the measuring apparatus $M$ are eliminated and the weak coupling limit is taken, it is shown that an operation-valued stochastic process describing a direct continuous observation of the system $S$ is obtained.


## I. INTRODUCTION

In the framework of the operational approach to quantum mechanics, ${ }^{1-3}$ a formalism for treating continuous (in time) measurements has been developed ${ }^{4-8}$ and some applications worked out. ${ }^{9-11}$ This formalism allows us to describe a situation in which one or more observables are measured with continuity in a certain time interval. These continuous measurements can be realized by means of a set of operationvalued measures (for this terminology see, for instance, Refs. 1-3) satisfying a certain composition law which is a kind of Markov property. We have called this set of measures an operation-valued stochastic process (OVSP). ${ }^{4}$

In quantum mechanics there are two ways for describing measurements. A first one is to consider the system of interest alone and to describe measurements on it in an abstract way by means of the so-called operations; this situation can be called a direct measurement. A second, more concrete way for describing measurements is to consider explicitly a first stage of the measuring apparatus, interacting with the system of interest; from a measurement on this apparatus one can gain information on the system itself. This situation can be called an indirect measurement. These two descriptions are essentially equivalent in the sense that, if in the case of indirect measurement one eliminates the degrees of freedom of the apparatus by taking the partial trace over the Hilbert space of the apparatus, then one recovers a direct measurement, described by operations. ${ }^{3,12}$ A similar consistency property does not hold in the usual formulation of quantum mechanics (in which observables are represented by self-adjoint operators and state changes are described by von Neumann reduction postulate). This is one of the reasons for generalizing quantum mechanics.

In the case of continuous measurements we have a similar consistency problem. Consider explicitly a first stage of the measuring apparatus, coupled to the system of interest, and make a continuous measurement of some observable of the apparatus. From this indirect continuous measurement we can obtain information about the behavior of the system. Then, we can eliminate the degrees of freedom of the apparatus and in this way we obtain some kind of direct measurement as in the general case. However, in general, we do not obtain an OVSP because the Markov property does no longer hold for the reduced system. Therefore to include in the
description more and more pieces of the measuring apparatus brings us to different results and the question arises of where to cut this chain. The problem is to find suitable conditions under which the Markov property is (approximately) recovered also for the reduced description. Then to include or not to include a stage of the measuring apparatus for which such conditions hold gives essentially the same results and, therefore, it is at this stage that the cut can be consistently taken.

Now, "Markovian" limits for a reduced quantum dynamics are extensively studied in the literature. ${ }^{13-21}$ Since in our theory of continuous observations measurements and dynamics are strictly linked, we expect that, under these limits, also the Markov property characterizing the OVSP's will be preserved. Indeed, we shall show that, under a suitable weak coupling limit, the Markov property for a reduced OVSP is recovered. Therefore, when this limit gives a good approximation, one can consistently ignore the details of the measuring apparatus and take into account only the system.

In this paper we do not try to attain full mathematical rigor. This is because too many technical details could obscure the main physical ideas, but, above all, because the results of this paper open more general mathematical problems. In Sec. VI we shall discuss how the topics treated here deserve a more general mathematical frame. Only in this more general perspective, mathematical rigor becomes essential.

The plan of the paper is as follows: after a short review of the continuous measurement formalism (Sec. II), we consider a quantum system coupled to an apparatus undergoing continuous measurement and eliminate the degrees of freedom of the apparatus (Sec. III); then, we take the weak coupling limit, in the form introduced in Ref. 18 (Sec. IV) and show that in this way an OVSP is reobtained (Sec. V). Some open problems are pointed out in the conclusions (Sec. VI).

## II. OPERATION-VALUED STOCHASTIC PROCESSES

This section is devoted to a sketch of the formalism of continuous measurements. We limit ourselves to some definitions and general results; the physical justifications of the concepts introduced below can be found in the literature quoted.

Let $D$ be the nuclear space of the $n$-component, real $\mathbb{C}^{\infty}$
functions on $\mathbf{R}$ with compact support and $D^{\prime}$ its topological dual space. We denote by $x_{k}$ the distribution $x\left(x \in D^{\prime}\right)$ applied to the test function $k(k \in D)$. We equip $D^{\prime}$ with the family of $\sigma$ algebras $\left\{\Sigma_{\left(t, t, t_{2}\right)}, t_{1}<t_{2}, t_{1}, t_{2} \in \mathbf{R}\right\}$, where $\Sigma_{(t, 1, t)}$ is the $\sigma$ algebra generated by the sets (cylinder sets) of the form $\left\{x \in D^{\prime}:\left(x_{k^{\prime}}, \ldots, x_{k^{s}}\right) \in B\right\}$ ( $B$ a Borel subset of $\mathbb{R}^{s}$ ) with the condition that the supports of the test functions $\mathbf{k}^{j}$ are contained in the time interval $\left(t_{1}, t_{2}\right)$. This is the framework of classical generalized stochastic processes (GSP's). ${ }^{22}$ The elements of $D^{\prime}$ play the role of random variables.

Let now $/ h$ be the Hilbert space of the system and $T(h)$ the space of trace-class operators on $h$. We call (time-translation invariant) OVSP a family

$$
\left\{\mathscr{F}\left(t_{2}, t_{1} ; N\right), N \in \Sigma_{\left(t_{1}, t_{2}\right)}, t_{1}<t_{2}, t_{1}, t_{2} \in \mathbf{R}\right\}
$$

of linear maps from $T(K)$ into itself with the following properties.
(i) $\mathscr{F}\left(t_{2}, t_{1} ; N\right)$ is completely ${ }^{3}$ positive.
(ii) $\mathscr{F}\left(t_{2}, t_{1} ;^{\circ}\right)$ is strongly $\sigma$ additive on $\Sigma_{\left(t_{1}, t_{2}\right)}$.
(iii) $\mathscr{F}\left(t_{2}, t_{i} ; D^{\prime}\right)$ is trace preserving (normalization).
(iv) The following composition law holds:

$$
\begin{align*}
\mathscr{F}\left(t_{3}, t_{2} ; M\right) & \mathscr{F}\left(t_{2}, t_{1} ; N\right) \\
\left.\forall N \in \mathscr{F}_{\left(t_{3}, t_{1}\right)}, t_{1} ; N \cap M\right), & \forall M \in \Sigma_{\left(t_{2}, t_{3}\right)}, \quad t_{1}<t_{2}<t_{3} . \tag{2.1}
\end{align*}
$$

(v) The time-translation invariance holds, i.e.,
$\mathscr{F}\left(t_{2}, t_{i} ; N\right)=\mathscr{F}\left(t_{2}+\bar{t}, t_{1}+\bar{t} ; N_{\bar{i}}\right), \quad \forall \bar{t} \in \mathbb{R}, \quad \forall N \in \Sigma_{\left(t_{1}, t_{2}\right)}$,
where $N_{\bar{i}} \in \Sigma_{\left(t_{1}+\overline{\tau_{2}}+\bar{t}\right)}$ is obtained from $N$ by the time translation in $D^{\prime}$, defined by duality from the time shift in $D$

$$
\begin{equation*}
\stackrel{\bar{i}}{\mathbf{k} \rightarrow \mathbf{k}_{\bar{t}}, \quad \mathbf{k}_{\bar{t}}(t)=\mathbf{k}(t-\bar{t}) .} \tag{2.3}
\end{equation*}
$$

When the system is prepared in the state $W$ at time $t_{1}$, probabilities are given (for $\left.N \in \Sigma_{\left(t_{1}, t_{2}\right)}\right)$ by

$$
\begin{equation*}
P\left(N \mid W, t_{1}\right):=\operatorname{Tr}\left\{\mathscr{F}\left(t_{2}, t_{1} ; N\right) W\right\} \tag{2.4}
\end{equation*}
$$

The triple $\left\{D^{\prime}, \Sigma_{\left(t, t t_{2}\right)}, P\left(\cdot \mid W, t_{1}\right)\right\}$ for given $W, t_{1}, t_{2}$, is a GSP in the sense of Gel'fand. ${ }^{22}$ Equation (2.1) is the Markov property mentioned in the Introduction.

In the theory of GSP's it is useful to introduce the notion of characteristic functional (the functional Fourier transform of the probability measure). ${ }^{22}$ Analogously, for the OVSP's it is useful to introduce the notion of characteristic operator, ${ }^{4,6}$ defined by

$$
\begin{equation*}
\mathscr{G}\left(t_{2}, t_{1} ;[\mathbf{k}]\right):=\int_{D^{\prime}} e^{i x_{k}} \mathscr{F}\left(t_{2}, t_{1} ; d x\right) \tag{2.5}
\end{equation*}
$$

where $\mathbf{k}(t)$ is a test function with support contained in $\left(t_{1}, t_{2}\right)$. The quantity

$$
\begin{equation*}
L\left([\mathbf{k}] \mid W, t_{0}\right):=\operatorname{Tr}\left\{\mathscr{G}\left(\bar{t}, t_{0} ;[\mathbf{k}]\right) W\right\} \tag{2.6}
\end{equation*}
$$

gives the characteristic functional of the associated GSP [in ( $t_{0}, \bar{t}$ ) ]; from Eq. (2.6) all the probabilities and, so, all the physically interesting quantities can be computed (see Ref. 4). Moreover, given the characteristic operator $\mathscr{G}(\cdots)$, it is possible to reconstruct the OVSP $\mathscr{F}(\cdots)$.

In Ref. 8 we have shown that a family
$\left\{\mathscr{G}\left(t_{2}, t_{1} ;[\mathbf{k}]\right), \mathbf{k} \in D, \operatorname{supp}(\mathbf{k}) \subset\left(t_{1}, t_{2}\right), t_{1}<t_{2}, t_{1}, t_{2} \in \mathbf{R}\right\}$
of bounded operators acting on $T(h)$ is the characteristic
operator of an OVSP if and only if the following properties hold.
(a) $\mathscr{G}\left(t_{2}, t_{1} ;[0]\right)$ is trace preserving (normalization).
(b) $\mathscr{G}\left(t_{2}, t_{1} ;[\mathbf{k}]\right)$ is strongly continuous in $\mathbf{k}$.
(c) $\mathscr{G}(\cdots)$, is completely positive definite, which means that the map of $T(h)$ into itself

$$
\sum_{i j=1}^{m} \alpha_{i}^{*} \mathscr{G}\left(t_{2}, t_{1} ;\left[\mathbf{k}_{i}-\mathbf{k}_{j}\right]\right) \alpha_{j}
$$

is completely positive for any choice of the integer $m$, of the complex numbers $\alpha_{i}$ and of the test functions $\mathbf{k}_{i}$.
(d) The following composition law holds:

$$
\begin{equation*}
\mathscr{G}\left(t_{3}, t_{2} ;\left[\mathbf{k}_{2}\right]\right) \mathscr{G}\left(t_{2}, t_{1} ;\left[\mathbf{k}_{1}\right]\right)=\mathscr{G}\left(t_{3}, t_{1} ;\left[\mathbf{k}_{1}+\mathbf{k}_{2}\right]\right) \tag{2.7}
\end{equation*}
$$

for
$\operatorname{supp}\left(\mathbf{k}_{1}\right) \subset\left(t_{1}, t_{2}\right), \quad \operatorname{supp}\left(\mathbf{k}_{2}\right) \subset\left(t_{2}, t_{3}\right), \quad t_{1}<t_{2}<t_{3}$.
(e) Time-translation invariance holds, i.e.,

$$
\begin{equation*}
\mathscr{G}\left(t_{2}, t_{i} ;[\mathbf{k}]\right)=\mathscr{G}\left(t_{2}+\bar{t}, t_{1}+\bar{t} ;\left[\mathbf{k}_{\bar{t}}\right]\right), \quad \forall \bar{t} \in \mathbb{R} . \tag{2.8}
\end{equation*}
$$

Now, we want to construct a simple class of OVSP's. Consider a family of operators acting on $T(h)$ defined by the differential equation (derivatives are taken in the strong sense)
$\frac{\partial}{\partial t} \mathscr{G}\left(t, t_{0} ;[\mathbf{k}]\right)=\mathscr{K}(\mathbf{k}(\mathbf{t})) \mathscr{G}\left(t, t_{0} ;[\mathbf{k}]\right), \quad k \in D$,
with the initial condition

$$
\begin{equation*}
\mathscr{G}\left(t_{0}, t_{0} ;[\mathbf{k}]\right)=1, \tag{2.10}
\end{equation*}
$$

where, for any $\mathbf{k} \in \mathbb{R}^{n}, \mathscr{K}(\mathbf{k})$ is a suitable operator, densely defined in $T(\kappa)$; we call it the generator of $\mathscr{G}(\cdots)$. Then, properties (d) and (e) are satisfied and one can give sufficient conditions on $\mathscr{K}$ in order that also properties (a), (b), (c) hold. ${ }^{23}$ However, it is difficult to find out the explicit form of the most general generator satisfying these conditions.

Note that the family of operators $\{\mathscr{G}(t), t \geqslant 0\}$, where

$$
\begin{equation*}
\mathscr{G}\left(t-t_{0}\right):=\mathscr{G}\left(t, t_{0} ;[0]\right) \equiv \mathscr{F}\left(t, t_{0} ; D^{\prime}\right), \tag{2.11}
\end{equation*}
$$

turns out to be a quantum dynamical semigroup. ${ }^{13-19}$ Its meaning is to give the dynamics of the system, including the perturbation due to the measuring apparatus. ${ }^{4}$ The operator $\mathscr{K}(0)$ is the generator of this semigroup. Only in the case of uniform continuity is the most general form of $\mathscr{K}(\mathbf{0})$ known. ${ }^{24}$

In Ref. 7, by computations involving quantum stochastic calculus, ${ }^{25}$ a form for $\mathscr{K}(\mathbf{k})$ has been found, which is not the most general one, but which allows us to construct a physically interesting class of OVSP's. The structure of the generator $\mathscr{K}(\mathbf{k})$ given in Ref. 7 can be written in the following way:

$$
\begin{gather*}
\mathscr{K}(\mathbf{k})=\mathscr{L}+i \sum_{j=1}^{n} k_{j} \mathscr{R}_{j}-\frac{1}{4} \sum_{i j=1}^{n} k_{i} \Gamma_{i j} k_{j}+\mathscr{K}_{p}(\mathbf{k}), \\
\Gamma_{i j} \in \mathbf{R},  \tag{2.12}\\
\mathscr{K}_{p}(\mathbf{k}) X=\sum_{j=1}^{N}\left(S_{j}^{\dagger} X S_{j} \exp \left(i \mathbf{k} \cdot \boldsymbol{\alpha}_{j}\right)-\frac{1}{2}\left\{S_{j} S_{j}^{\dagger}, X\right\}\right), \tag{2.13}
\end{gather*}
$$

$$
\begin{align*}
\mathscr{L} X= & -\frac{i}{\hbar}[H, X]-\frac{1}{4} \sum_{r, s=1}^{m} D_{r s}\left[Q_{r},\left[Q_{s}, X\right]\right] \\
& -\frac{i}{4} \sum_{r, s=1}^{m} E_{r s}\left[Q_{r},\left\{Q_{s}, X\right\}\right], \quad D_{r s}, E_{r s} \in \mathbb{R},  \tag{2.14}\\
\mathscr{R}_{j} X= & \frac{1}{2}\left(R_{j} X+X R_{j}^{\dagger}\right),  \tag{2.15}\\
R_{j}= & \sum_{s=1}^{m} C_{j s} Q_{s}+c_{j} I, \quad j=1,2, \ldots, n, \quad C_{j s}, c_{j} \in \mathbb{C}, \tag{2.16}
\end{align*}
$$

where $[A, B]$ denotes the commutator and $\{A, B\}$ the anticommutator, $H, Q_{s}$, and $S_{j}$ are operators in $h, H^{\dagger}=H, Q_{s}^{\dagger}$ $=Q_{s}, I$ is the identity operator on $h$, and $\left\{I, Q_{s}, s=1, \ldots, m\right\}$ is a set of linearly independent operators. In Eqs. (2.12)(2.16) three real matrices ( $\Gamma, D, E$ ) and a complex one ( $C$ ) are involved; $\Gamma$ has dimensions $n \times n, D$ and $E$ have $m \times m$, and $C$ has $n \times m$. Moreover, in order that property (c) of the characteristic operator holds, ${ }^{4}$ we must have

$$
\begin{align*}
& \Gamma \geqslant 0, \quad \operatorname{det} \Gamma \neq 0,  \tag{2.17}\\
& D_{r s}=D_{s r}, \quad E_{r s}=-E_{s r}, \quad D+i E \geqslant 0,  \tag{2.18}\\
& D+i E-C^{\dagger} \Gamma^{-1} C \geqslant 0 . \tag{2.19}
\end{align*}
$$

The operators involved in Eqs. (2.13)-(2.16) can be bounded or unbounded. Reference 7 deals with the case of bounded operators. Some rigorous results in the case of unbounded operators are given in Ref. 5, where Feynman integral techniques are used, and in Refs. 9 and 11, where linear systems are treated.

In Eq. (2.12) we have written the generator as the sum of a "Gaussian" (the first three terms) and a "Poissonian" part $\left[\mathscr{K}_{p}(\mathbf{k})\right]$. These names are due to analogies with the classical case. From a physical point of view a pure Gaussian OVSP is particularly suited for describing a continuous measurement of quantities like position and momentum of a particle ${ }^{9-11}$ and a pure Poissonian OVSP for describing counting processes. ${ }^{2,7}$

The moments of the measured quantities can be obtained, when they exist, by functional differentiation of the characteristic functional (2.6) (Ref. 4). In the following we shall need the expressions for mean values and two-time correlation functions in the case of a pure Gaussian OVSP ( $S_{j} \equiv 0, \forall j$ ). For the mean values (taking $t=0$ as initial time) we have

$$
\begin{align*}
\left\langle x_{k}\right\rangle: & =\int_{\mathrm{y} \in \mathbf{R}} y P\left(y \leqslant \int_{0}^{+\infty} d t \mathrm{x}(t) \cdot \mathrm{k}(t)<y+d y \mid W, 0\right) \\
& =\sum_{i=1}^{n} \int_{0}^{+\infty} d t k_{i}(t)\left\langle x_{i}(t)\right\rangle \tag{2.20}
\end{align*}
$$

where

$$
\begin{align*}
\left\langle x_{i}(t)\right\rangle & =-\left.i \frac{\delta}{\delta k_{i}(t)} L([\mathbf{k}] \mid W, 0)\right|_{\mathbf{k}=0} \\
& =\operatorname{Tr}\left\{\frac{1}{2}\left(R_{i}+R_{i}^{\dagger}\right) \mathscr{G}(t) W\right\} ; \tag{2.21}
\end{align*}
$$

similarly, for the two-time correlation functions we obtain

$$
\begin{align*}
& \left\langle\left(x_{i}\left(t_{1}\right)-\left\langle x_{i}\left(t_{1}\right)\right)\right)\left(x_{j}\left(t_{2}\right)-\left(x_{j}\left(t_{2}\right)\right\rangle\right)\right\rangle \\
& =\frac{1}{2} \Gamma_{i j} \delta\left(t_{1}-t_{2}\right)+\frac{1}{4} \theta\left(t_{1}-t_{2}\right) \\
& \quad \times \operatorname{Tr}\left(\left(R_{i}+R_{i}^{\dagger}\right) \mathscr{G}\left(t_{1}-t_{2}\right) \mathscr{R}_{j} \mathscr{G}\left(t_{2}\right) W\right) \\
& \quad+\frac{1}{4} \theta\left(t_{2}-t_{1}\right) \operatorname{Tr}\left(\left(R_{j}+R_{j}^{\dagger}\right) \mathscr{G}\left(t_{2}-t_{1}\right) \mathscr{R}_{i} \mathscr{G}\left(t_{1}\right) W\right) \\
& \quad-\left\langle x_{i}\left(t_{1}\right)\right\rangle\left\langle x_{j}\left(t_{2}\right)\right\rangle=: \Delta_{i j}\left(t_{1}, t_{2}\right)=\Delta_{j i}\left(t_{2}, t_{1}\right), \tag{2.22}
\end{align*}
$$

where $\theta(t)$ is the usual step function. Note that, as the correlations come from a true probability measure, $\Delta_{i j}\left(t_{1}, t_{2}\right)$ is positive definite, i.e., for any choice of the complex functions $k_{j}(t)$, we have

$$
\begin{equation*}
\sum_{i, j=1}^{n} \int_{0}^{+\infty} d t_{1} d t_{2} k_{i}^{*}\left(t_{1}\right) \Delta_{i j}\left(t_{1}, t_{2}\right) k_{j}\left(t_{2}\right) \geqslant 0 \tag{2.23}
\end{equation*}
$$

## III. A SYSTEM COUPLED TO A CONTINUOUSLY OBSERVED MEASURING APPARATUS

Consider now a system $S$, in which we are interested ( with Hilbert space $h_{S}$ ), coupled to a continuously observed system $M$ (with Hilbert space $h_{M}$ ). We call $M$ the measuring apparatus; in reality we can include in $M$, in addition to (a first stage of) the apparatus itself, also other things as thermal reservoirs and so on.

Let $\mathscr{L}_{S}$ be the generator of a quantum dynamical semigroup on $T\left(h_{S}\right)$, giving the dynamics of $S$ by itself. In general this dynamics can be dissipative or purely Hamiltonian. The system $S$ interacts with $M$ via a purely Hamiltonian coupling $\mathscr{L}_{1}$, which we write as

$$
\begin{align*}
& \mathscr{L}_{I} W=-(i / \hbar)\left[H_{I}, W\right]  \tag{3.1a}\\
& H_{I}=\sum_{q=1}^{N} A_{q} \otimes B_{q} \tag{3.1b}
\end{align*}
$$

where $I_{h_{s}}, A_{q}, q=1, \ldots, N$, are linearly independent self-adjoint operators in $h_{S}$ and $B_{q}, q=1, \ldots, N$, self-adjoint operators in $h_{M}$. System $M$ undergoes a continuous measurement, which we assume, for simplicity, to be of pure Gaussian type. In the last section we shall discuss what happens when also a Poissonian type of measurement is considered. Therefore the continuous measurement on $M$ (and its dynamics) is described by equations of the type of Eqs. (2.9)-(2.19) (with $\mathscr{K}_{p} \equiv 0$ ).

Summarizing, the continuous observation (and the dynamics of $S+M)$ is described by an OVSP on $T\left(h_{S} \otimes h_{M}\right)$, whose characteristic operator satisfies the equations

$$
\begin{align*}
& \frac{\partial}{\partial t} \mathscr{G}\left(t, t_{0} ;[\phi]\right)=\widetilde{\mathscr{K}}(\phi(t)) \widetilde{\mathscr{G}}\left(t, t_{0} ;[\phi]\right),  \tag{3.2a}\\
& \widetilde{G}\left(t_{0}, t_{0} ;[\phi]\right)=1 \tag{3.2b}
\end{align*}
$$

The generator $\widetilde{\mathscr{K}}(\phi)$ is given by

$$
\widetilde{\mathscr{K}}(\phi)=\mathscr{L}_{S} \otimes \mathscr{J}_{M}+\mathscr{J}_{S} \otimes \mathscr{L}_{M}+\mathscr{L}_{I}
$$

$$
\begin{equation*}
+i \sum_{j=1}^{n} \phi_{j} \mathscr{\mathscr { F }}_{s} \otimes \mathscr{R}_{j}-\frac{1}{4} \sum_{i j=1}^{n} \phi_{i} \Gamma_{i j} \phi_{j}, \tag{3.3}
\end{equation*}
$$

where (1) $\mathscr{J}_{S}$ and $\mathscr{J}_{M}$ are the identity operators on $T\left(h_{S}\right)$ and $T\left(h_{M}\right)$, respectively; (2) $\mathscr{L}_{M}$ is the generator of a quantum dynamical semigroup on $T\left(h_{M}\right)$ with the struc-
ture given by Eqs. (2.14) and (2.18); (3) $\mathscr{R}_{j}$ is an operator in $T\left(h_{M}\right)$ given by

$$
\begin{equation*}
\mathscr{R}_{j} X=\frac{1}{2}\left(R_{j} X+X R_{j}^{\dagger}\right) \tag{3.4}
\end{equation*}
$$

[ $R_{j}$ is an operator in $h_{M}$ with structure (2.16)]; and (4) $\Gamma$ is an invertible positive real $n \times n$ matrix [see Eq. (2.17)] and $\Gamma, C, D, E$ satisfy Eq. (2.19).

We assume that the dynamical semigroup $\exp \left(\mathscr{L}_{M} t\right)$ admits a stationary state $\rho_{M}$, i.e.,

$$
\begin{equation*}
\mathscr{L}_{M} \rho_{M}=0, \quad \rho_{M} \in T\left(h_{M}\right), \quad \rho_{M} \geqslant 0, \quad \operatorname{Tr}_{M}\left\{\rho_{M}\right\}=1, \tag{3.5}
\end{equation*}
$$

and, moreover, that

$$
\begin{align*}
& \operatorname{Tr}_{M}\left\{R_{j} \rho_{M}\right\}=0, \quad j=1, \ldots, n  \tag{3.6}\\
& \operatorname{Tr}_{M}\left\{B_{q} \rho_{M}\right\}=0, \quad q=1, \ldots, N . \tag{3.7}
\end{align*}
$$

Equations (3.6) and (3.7) are not restrictions. If Eq. (3.6) does not hold, we can make the replacement $R_{j} \rightarrow R_{j}^{\prime}$ $=R_{j}-\operatorname{Tr}_{M}\left\{R_{j} \rho_{M}\right\}$; this amounts to shifting the stochastic variables by a constant. If Eq. (3.7) does not hold, without changing $\widetilde{\mathscr{K}}(\phi)$, we can make the replacements

$$
B_{q} \rightarrow B_{q}^{\prime}=B_{q}-\operatorname{Tr}_{M}\left\{B_{q} \rho_{M}\right\}
$$

and

$$
\mathscr{L}_{S} \rightarrow \mathscr{L}_{S}^{\prime}=\mathscr{L}_{S}-\frac{i}{\hbar}\left[\sum_{q=1}^{N}\left(\operatorname{Tr}_{M}\left\{B_{q} \rho_{M}\right\}\right) A_{q}, \cdot\right]
$$

Let us prepare at time $t_{0}$ the measuring apparatus in the stationary state $\rho_{M}$ (not correlated with the state of system $S$, so that at time $t_{0}$ we have the initial state

$$
\begin{equation*}
W=\rho \otimes \rho_{M}, \quad \rho \in T\left(h_{S}\right), \quad \rho \geqslant 0, \quad \operatorname{Tr}_{S}\{\rho\}=1 \tag{3.8}
\end{equation*}
$$

Then, we introduce the projection operators $\mathscr{P}_{i}, i=0,1$, on $T\left(h_{S} \otimes h_{M}\right)$ defined by

$$
\begin{equation*}
\mathscr{P}_{0} X=\left(\operatorname{Tr}_{M} X\right) \otimes \rho_{M}, \quad \forall X \in T\left(h_{S} \otimes h_{M}\right) \tag{3.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{P}_{1}=1-\mathscr{P}_{0} . \tag{3.9b}
\end{equation*}
$$

Note that the initial state (3.8) satisfies the equation

$$
\begin{equation*}
\mathscr{P}_{0} W=W \tag{3.10}
\end{equation*}
$$

Because we are interested only in the trace of $\mathscr{G}(\cdots)$ applied to $W$ [cf. Eq. (2.6) and the following comments], we can first eliminate the degrees of freedom of the measuring apparatus by taking the partial trace over $h_{M}$ and then we can take the trace over $h_{S}$. Let us define for any operator $\mathscr{A}$ acting on $T\left(h_{S} \otimes h_{M}\right)$,

$$
\begin{equation*}
\mathscr{A}_{(i j)}:=\mathscr{P}_{i} \mathscr{A} \mathscr{P}_{j} . \tag{3.11}
\end{equation*}
$$

Taking into account that the initial state satisfies Eq. (3.10), we have that all the probabilities can be obtained from the reduced characteristic operator $\mathscr{G}_{(00)}(\cdots)$.

Using the well-known projection operator technique, we derive from Eq. (3.2a) a system of two coupled differential equations for $\widetilde{\mathscr{G}}_{(00)}(\cdots)$ and $\breve{G}_{(10)}(\cdots)$; by eliminating $\mathscr{\mathscr { G }}_{(10)}(\cdots)$, we obtain for $\mathscr{\mathscr { G }}_{(00)}(\cdots)$ a kind of "gener-
alized master equation,"

$$
\begin{align*}
& \frac{\partial}{\partial t} \widetilde{\mathscr{G}}_{(00)}\left(t, t_{0} ;[\phi]\right) \\
&= \widetilde{\mathscr{K}}_{(00)}(\phi(t)) \widetilde{\mathscr{G}}_{(00)}\left(t, t_{0} ;[\phi]\right) \\
&+\int_{t_{0}}^{t} d t^{\prime} \widetilde{\mathscr{K}}_{(01)}(\phi(t)) \mathscr{U}_{\left(t, t^{\prime} ;[\phi]\right)} \\
& \times \widetilde{\mathscr{K}}_{(10)}\left(\phi\left(t^{\prime}\right)\right) \widetilde{\mathscr{G}}_{(00)}\left(t^{\prime}, t_{0} ;[\phi]\right), \tag{3.12}
\end{align*}
$$

where $\mathscr{U}\left(t, t^{\prime} ;[\phi]\right)$ is the solution of the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathscr{U}\left(t, t^{\prime} ;[\phi]\right)=\widetilde{\mathscr{K}}_{(11)}(\phi(t)) \mathscr{U}\left(t, t^{\prime} ;[\phi]\right), \tag{3.13a}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\mathscr{U}\left(t^{\prime}, t^{\prime} ;[\phi]\right)=1 \tag{3.13b}
\end{equation*}
$$

Now, Eq. (3.12) does not imply Eq. (2.7) for $\mathscr{G}_{(00)}(\cdots)$ and, therefore, the reduced characteristic operator does not give rise to an OVSP for system $S$ alone: in the general case the structure of the measuring apparatus and the details of the interaction between $S$ and $M$ have an essential role and $M$ cannot be eliminated in an effective way. As we shall see in the following section, Eq. (3.12) reduces, under a suitable limit, to a Markovian master equation and, so, Eq. (2.7) holds. Only in this case we obtain a reduced OVSP for system $S$ itself.

By Eqs. (3.5)-(3.7) we have

$$
\begin{align*}
& \left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right) \mathscr{P}_{i}=\mathscr{P}_{i}\left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right),  \tag{3.14a}\\
& \left(\mathscr{J}_{S} \otimes \mathscr{L}_{M}\right) \mathscr{P}_{i}=\mathscr{P}_{i}\left(\mathscr{J}_{S} \oplus \mathscr{L}_{M}\right),  \tag{3.14b}\\
& \left(\mathscr{J}_{S} \otimes \mathscr{L}_{M}\right) \mathscr{P}_{0}=0, \\
& \left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)_{(00)}=0, \quad \mathscr{L}_{I(00)}=0 ; \tag{3.14c}
\end{align*}
$$

therefore the components of the generator $\widetilde{\mathscr{K}}(\phi)$ are given by

$$
\begin{align*}
\widetilde{\mathscr{K}}_{(00)}(\phi)= & \left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right) \mathscr{P}_{0}-\frac{1}{4} \sum_{i j=1}^{n} \phi_{i} \Gamma_{i j} \phi_{j} \mathscr{P}_{0},  \tag{3.15a}\\
\widetilde{\mathscr{K}}_{(01)}(\phi)= & \mathscr{P}_{0}\left(\mathscr{L}_{I}+i \sum_{j=1}^{n} \phi_{j}\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)\right),  \tag{3.15b}\\
\widetilde{\mathscr{K}}_{(10)}(\phi)= & \left(\mathscr{L}_{I}+i \sum_{j=1}^{n} \phi_{j}\left(\mathscr{J}_{s} \otimes \mathscr{R}_{j}\right)\right) \mathscr{P}_{0},  \tag{3.15c}\\
\widetilde{\mathscr{K}}_{(11)}(\phi)= & \left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right) \mathscr{P}_{1}+\mathscr{J}_{S} \otimes \mathscr{L}_{M}+\mathscr{L}_{I(11)} \\
& +i \sum_{j=1}^{n} \phi_{j}\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)_{(11)} \\
& -\frac{1}{4} \sum_{i j=1}^{n} \phi_{i} \Gamma_{i j} \phi_{j} \mathscr{P}_{1} . \tag{3.15d}
\end{align*}
$$

Finally, let us rewrite Eq. (3.12) in the equivalent integral form (that will be useful in the following):

$$
\begin{align*}
\widetilde{\mathscr{G}}_{(00)} & \left(t, t_{0} ;[\phi]\right)-\mathscr{P}_{0} \\
= & \int_{t_{0}}^{t} d t^{\prime} \int_{t^{\prime}}^{t} d t^{\prime \prime} \exp \left\{\left(\mathrm{t}-\mathrm{t}^{\prime \prime}\right) \mathscr{L}_{S} \otimes \mathscr{J}_{M}-\frac{1}{4} \sum_{i j=1}^{n} \int_{t^{\prime}}^{t} d t_{1} \phi_{i}\left(t_{1}\right) \Gamma_{i j} \phi_{j}\left(t_{1}\right)\right\} \mathscr{P}_{0}\left(\mathscr{L}_{I}+i \sum_{j=1}^{n} \phi_{j}\left(t^{\prime \prime}\right) \mathscr{J}_{S} \otimes \mathscr{R}_{j}\right) \\
& \times T\left\{\exp \int_{t^{\prime}}^{t^{\prime}} d t_{2}\left(\mathscr{J}_{S} \otimes \mathscr{L}_{M}+\mathscr{L}_{S} \otimes \mathscr{J}_{M}+\mathscr{L}_{I(11)}+i \sum_{j=1}^{n} \phi_{j}\left(t_{2}\right)\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)_{(11)}\right)\right\} \\
& \times\left(\mathscr{L}_{I}+i \sum_{j=1}^{n} \phi_{j}\left(t^{\prime}\right) \mathscr{J}_{S} \otimes \mathscr{R}_{j}\right) \mathscr{P}_{0} \widetilde{\mathscr{G}}_{(00)}\left(t^{\prime}, t_{0} ;[\phi]\right), \tag{3.16}
\end{align*}
$$

where $T$ means the chronologically ordered product and we have used expressions (3.15).

## IV. THE WEAK COUPLING LIMIT

In this section we want to see whether, under a suitable limit, Eq. (3.12) reduces to a Markovian equation of the type (2.9), so that a true OVSP is recovered for system $S$ alone.

Note that $\mathscr{G}\left(t, t_{0} ;[0]\right)$ gives the dynamics of the total system $S+M$ and $\widetilde{G}_{(00)}\left(t, t_{0} ;[0]\right)$ the reduced dynamics of $S$ alone [cf. Eq. (2.11)]. Therefore our first problem is to find a limiting situation in which $\widetilde{\mathscr{G}}_{(00)}\left(t, t_{0} ;[0]\right)$ becomes a Markovian dynamics.

Consider the case of weak coupling between $S$ and $M$. We know that the usual second-order perturbation theory applied to a reduced dynamics [as that given by Eq. (3.16) for $\phi(t)=0$ ] in general does not preserve positivity and, so, does not give rise to a bona fide limiting dynamics (see, for instance, Ref. 19). Only if a scaling parameter $\lambda$ is introduced and the limit $\lambda \rightarrow 0$ taken, complete positivity is preserved. A scaling procedure is needed also in our case in order that the positivity property (c) of Sec. II remains valid and a true reduced OVSP is obtained in the limit.

Two schemes for the weak coupling limit are known and both can be adapted to our case: that of Davies ${ }^{13}$ and that of Palmer. ${ }^{18}$ The first one treats the free motion of $S$ on the order one and the dissipation on the order $\lambda^{2}$; in this case the existence of the limit $\lambda \rightarrow 0$ needs very restrictive hypotheses on $\mathscr{L}_{s}\left(\mathscr{L}_{s}=-(i / \hbar)\left[H_{S}, \cdot\right], H_{s}\right.$ with only discrete spectrum). The second one uses a different scaling for which the free motion of $S$ and the dissipation are of the same order of magnitude; no special hypothesis on $\mathscr{L}_{S}$ is necessary and more general forms for the limiting dynamics are obtained (as in the case of the singular coupling limit ${ }^{14-16}$ ). For these reasons we choose the second type of scaling, which is characterized by

$$
\begin{align*}
& \mathscr{L}_{I} \rightarrow \lambda \mathscr{L}_{I}  \tag{4.1}\\
& \mathscr{L}_{s} \rightarrow \lambda^{2} \mathscr{L}_{s}  \tag{4.2}\\
& \tau=\lambda^{2} t \tag{4.3}
\end{align*}
$$

The introduction of a rescaled time $\tau$ is necessary for compensating the vanishing of the coupling (4.1).

In our case, in which also measurements are considered, we have to rescale also the continuously measured quantities, otherwise in the limit $\lambda \rightarrow 0$ all information on $S$ is lost. If we denote by $\mathbf{x}(t)$ the old stochastic variables associated with the test functions $\phi(t)$, we have to introduce new stochastic variables $\mathbf{z}(\tau)$ and test functions $\mathbf{k}(\tau)$ in such a way that

$$
\begin{equation*}
\int d \tau \mathbf{z}(\tau) \cdot \mathbf{k}(\tau)=\int d t \mathbf{x}(t) \cdot \phi(t) \tag{4.4}
\end{equation*}
$$

Therefore we must take

$$
\begin{align*}
& \mathbf{z}(\tau)=\lambda^{\alpha-1} \mathbf{x}\left(\tau / \lambda^{2}\right)  \tag{4.5a}\\
& \mathbf{k}(\tau)=\lambda^{-(\alpha+1)} \boldsymbol{\phi}\left(\tau / \lambda^{2}\right) \tag{4.5b}
\end{align*}
$$

where $\alpha$ is a real scaling exponent to be determined.
If we introduce Eqs. (4.1)-(4.3) and (4.5b) into Eq. (3.16) and set

$$
\begin{equation*}
G_{(0)}^{(\lambda)}\left(\tau, \tau_{0} ;[\mathbf{k}]\right):=\mathscr{G}_{(00)}^{(\lambda)}\left(\tau / \lambda^{2}, \tau_{0} / \lambda^{2} ;\left[\lambda^{\alpha+1} \mathbf{k}\left(\lambda^{2} t\right)\right]\right), \tag{4.6}
\end{equation*}
$$

after some simple calculations we obtain

$$
\begin{align*}
& G_{(0)}^{(\lambda)}\left(\tau, \tau_{0} ;[\mathbf{k}]\right)-\mathscr{P}_{0} \\
&= \int_{\tau_{0}}^{\tau} d \tau^{\prime} \exp \left\{\left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right)\left(\tau-\tau^{\prime}\right)\right. \\
&\left.-\frac{\lambda^{2 \alpha}}{4} \sum_{i, j=1}^{n} \int_{\tau^{\prime}}^{\tau} d \tau^{\prime \prime} k_{i}\left(\tau^{\prime \prime}\right) \Gamma_{i j} k_{j}\left(\tau^{\prime \prime}\right)\right\} \\
& \times \int_{0}^{\left(\tau-\tau^{\prime}\right) / \lambda^{2}} d u \mathscr{N}_{(\lambda)}\left(u ; \tau^{\prime} ;[\mathbf{k}]\right) G_{(0)}^{(\lambda)}\left(\tau^{\prime}, \tau_{0} ;[\mathbf{k}]\right), \tag{4.7}
\end{align*}
$$

where

$$
\begin{align*}
\mathscr{N}_{(\lambda)}\left(u ; \tau^{\prime} ;[\mathbf{k}]\right)= & \mathscr{P}_{0}\left(\mathscr{L}_{I}\left(\lambda^{2} u\right)+i \lambda^{\alpha} \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}+\lambda^{2} u\right)\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)\right) \\
& \times T\left\{\exp \int_{0}^{u} d u^{\prime}\left(\mathscr{J}_{s} \otimes \mathscr{L}_{M}+\lambda \mathscr{L}_{I(11)}\left(\lambda^{2} u^{\prime}\right)+i \lambda^{\alpha+1} \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}+\lambda^{2} u^{\prime}\right)\left(\mathscr{J}_{s} \otimes \mathscr{R}_{j}\right)_{(11)}\right)\right\} \\
& \times\left(\mathscr{L}_{I}+i \lambda^{\alpha} \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}\right)\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)\right) \mathscr{P}_{0} \tag{4.8}
\end{align*}
$$

and

$$
\begin{equation*}
\mathscr{L}_{I}(t)=\exp \left\{-\left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right) t\right\} \mathscr{L}_{I} \exp \left\{\left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right) t\right\} \tag{4.9}
\end{equation*}
$$

From these equations it is apparent that, if we want the limit $\lambda \rightarrow 0$ to exist and the continuous measurement on $M$ to give
information about $S$, we must take

$$
\begin{equation*}
\alpha=0 \tag{4.10}
\end{equation*}
$$

Consider now the formal expansion of the operator $\mathscr{N}_{(\lambda)}(\cdots)$,

$$
\begin{align*}
\mathscr{N}_{(\lambda)}\left(u ; \tau^{\prime} ;[\mathbf{k}]\right)= & \mathscr{P}_{0}\left[\mathscr{L}_{I}\left(\lambda^{2} u\right)+i \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}+\lambda^{2} u\right) \mathscr{J}_{s} \otimes \mathscr{R}_{j}\right] \\
& \times\left\{e^{\left(\mathscr{I}_{s} \otimes \mathscr{L}_{M}\right) u}+\sum_{r=1}^{\infty} \lambda^{r} \int_{0}^{u} d u_{1} \int_{0}^{u_{1}} d u_{2} \cdots \int_{0}^{u_{r-1}} d u_{r} e^{\left(\mathscr{\sigma}_{S} \otimes \mathscr{L}_{M}\right)\left(u-u_{1}\right)}\right. \\
& \times\left[\mathscr{L}_{I(11)}\left(\lambda^{2} u_{1}\right)+i \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}+\lambda^{2} u_{1}\right)\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)_{(11)}\right] \times \cdots \\
& \left.\times e^{\left(\mathscr{F}_{s} \otimes \mathscr{L}_{M}\right)\left(u_{r-1}-u_{r}\right)}\left[\mathscr{L}_{I(11)}\left(\lambda^{2} u_{r}\right)+i \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}+\lambda^{2} u_{r}\right)\left(\mathscr{J}_{S} \otimes \mathscr{R}_{j}\right)_{(11)}\right] e^{\left(\mathscr{F}_{s} \otimes \mathscr{L}_{M}\right) u_{r}}\right\} \\
& \times\left[\mathscr{L}_{I}+i \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}\right) \mathscr{J}_{s} \otimes \mathscr{R}_{j}\right] \mathscr{P}_{0} . \tag{4.11}
\end{align*}
$$

If one takes into account the explicit expressions for $\mathscr{L}_{I}, \mathscr{R}_{j}, \mathscr{P}_{i}$, one sees that in the integrals they appear some kind of multitime correlation functions of $M$, which can be written as

$$
\operatorname{Tr}_{M}\left\{\mathscr{C}_{j_{1}} \exp \left[\mathscr{L}_{M} u_{1}\right] \mathscr{C}_{j_{2}} \exp \left[\mathscr{L}_{M} u_{2}\right] \cdots \mathscr{C}_{j}, \exp \left[\mathscr{L}_{M} u_{s}\right] \rho_{M}\right\}
$$

where $\mathscr{C}_{j}:=\left[B_{j}, \cdot\right]$, for $j=1, \ldots, N, \mathscr{C}_{j}:=\left\{B_{j-N}, \cdot\right\}$ for $j \neq N+1, \ldots, 2 N, \mathscr{C}_{j}:=\mathscr{R}_{j-2 N}$, for $j=2 N+1, \ldots, 2 N+n$. If these quantities decay "sufficiently fast" in time, all the terms but the first in $\mathscr{N}_{(\lambda)}$ vanish for $\lambda \rightarrow 0$ (see Ref. 16 for more precise statements in a similar situation). In this case we obtain the Markovian master equation (in integral form)

$$
\begin{align*}
& G_{(0)}^{(\lambda \rightarrow 0)}\left(\tau, \tau_{0} ;[\mathbf{k}]\right)-\mathscr{P}_{0} \\
&= \int_{\tau_{0}}^{\tau} d \tau^{\prime} \exp \left\{\left(\mathscr{L}_{S} \otimes \mathscr{J}_{M}\right)\left(\tau-\tau^{\prime}\right)-\frac{1}{4} \sum_{i, j=1}^{n} \int_{\tau^{\prime}}^{\tau} d \tau^{\prime \prime} k_{i}\left(\tau^{\prime \prime}\right) \Gamma_{i j} k_{j}\left(\tau^{\prime \prime}\right)\right\} \int_{0}^{+\infty} d u \mathscr{P}_{0}\left[\mathscr{L}_{I}+i \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}\right) \mathscr{J}_{s} \otimes \mathscr{R}_{j}\right] \\
& \times e^{\left(\mathscr{J}_{s} \otimes \mathscr{L}_{M}\right) u}\left[\mathscr{L}_{I}+i \sum_{j=1}^{n} k_{j}\left(\tau^{\prime}\right) \mathscr{J}_{s} \otimes \mathscr{R}_{j}\right] \mathscr{P}_{0} G_{(00)}^{(\lambda-0)}\left(\tau^{\prime}, \tau_{0} ;[\mathbf{k}]\right) . \tag{4.12}
\end{align*}
$$

Finally, if we set

$$
\begin{align*}
\mathscr{G}\left(\tau, \tau_{0} ;[\mathbf{k}]\right) \rho: & =\lim _{\lambda \rightarrow 0} \operatorname{Tr}_{M}\left(G_{(0)}^{(\lambda)}\left(\tau, \tau_{0} ;[\mathbf{k}]\right) \rho \otimes \rho_{M}\right) \\
& =\lim _{\lambda \rightarrow 0} \operatorname{Tr}_{M}\left\{\mathscr{G}^{(\lambda)}\left(\tau / \lambda^{2}, \tau_{0} / \lambda^{2} ;\left[\lambda \mathbf{k}\left(\lambda^{2} t\right)\right] \rho \otimes \rho_{M}\right\}, \quad \forall \rho \in T\left(h_{S}\right),\right. \tag{4.13}
\end{align*}
$$

from Eq. (4.12) we have (changing $\tau$ in $t$ ) that the reduced characteristic operator satisfies the differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathscr{G}\left(t, t_{0} ;[\mathbf{k}]\right)=\mathscr{K}(\mathbf{k}(t)) \mathscr{G}\left(t, t_{0} ;[\mathbf{k}]\right) \tag{4.14}
\end{equation*}
$$

with the initial condition

$$
\begin{equation*}
\mathscr{G}\left(t_{0}, t_{0} ;[\mathbf{k}]\right)=1 ; \tag{4.15}
\end{equation*}
$$

the generator $\mathscr{K}(\mathbf{k})$ is given by

$$
\begin{align*}
\mathscr{K}(\mathbf{k}) \rho= & \mathscr{L}_{s} \rho-\frac{1}{4} \sum_{i, j=1}^{n} k_{i} \Gamma_{i j} k_{j} \rho \\
& +\int_{0}^{+\infty} d u \operatorname{Tr}_{M}\left\{\left[\mathscr{L}_{I}+i \sum_{j=1}^{n} k_{j} \mathscr{J}_{S} \otimes \mathscr{R}_{j}\right]\right. \\
& \left.\times e^{\left(\mathscr{\sigma}_{s} \otimes \mathscr{L}_{M}\right) u}\left[\mathscr{L}_{I}+i \sum_{i=1}^{n} k_{i} \mathscr{J}_{s} \otimes \mathscr{R}_{i}\right] \rho \otimes \rho_{M}\right\} . \tag{4.16}
\end{align*}
$$

## V. THE STRUCTURE OF THE REDUCED CHARACTERISTIC OPERATOR

In this section we want to prove that the generator (4.16) has the structure (2.12)-(2.19) with $\mathscr{K}_{p} \equiv 0$, i.e., it is of pure Gaussian type.

In order to write down the explicit expression of $\mathscr{K}(\mathbf{k})$ in a compact form, let us introduce some more definitions. First, for any operator $\mathscr{B}$ acting on $T\left(h_{M}\right)$, we define its transpose $\mathscr{B}^{T}$ acting on $B\left(K_{M}\right)$ (Banach space of bounded operators on $h_{M}$ ) by
$\operatorname{Tr}_{M}\left[\left(\mathscr{B}^{T} Y\right) X\right]=\operatorname{Tr}_{M}[Y(\mathscr{B} X)]$,

$$
\begin{equation*}
\forall X \in T\left(h_{M}\right), \quad \forall Y \in B\left(h_{M}\right) \tag{5.1}
\end{equation*}
$$

Then, we introduce the pre-inner product in $B\left(h_{M}\right)$

$$
\begin{equation*}
\langle A, B\rangle:=\operatorname{Tr}_{M}\left(A^{\dagger} B \rho_{M}\right) \tag{5.2}
\end{equation*}
$$

The completion of $B\left(h_{M}\right)$ with respect to this inner product is a Hilbert space, denoted by $L^{2}\left(h_{M} \rho_{M}\right)$ (see Ref. 26, pp. 81-87, and Ref. 17, p. 165). In $L^{2}\left(h_{M} ; \rho_{M}\right)$ we define a timetranslation operator by

$$
\begin{equation*}
\mathscr{T}(t):=\exp \left(\mathscr{L}_{M}^{T} t\right), \quad t \geqslant 0 \tag{5.3}
\end{equation*}
$$

It can be shown that $\mathscr{T}(t)$ is a contraction and, therefore, it can be extended to the whole $L^{2}\left(h_{M} ; p_{M}\right)$; then, $\{\mathscr{T}(t)$, $t \geqslant 0\}$ is a strongly continuous contraction semigroup on $L^{2}\left(h_{M} ; \rho_{M}\right)$ (Ref. 17, pp. 165-166). For negative times we define

$$
\begin{equation*}
\mathscr{T}(t):=\mathscr{T}(-t)^{*}, \quad t<0, \tag{5.4}
\end{equation*}
$$

where the star denotes the adjoint with respect to the inner product (5.2). Note that we have

$$
\begin{equation*}
(\langle A, \mathscr{T}(t) B\rangle)^{*}=\langle B, \mathscr{T}(-t) A\rangle, \quad \forall t \in \mathbb{R} \tag{5.5}
\end{equation*}
$$

Recalling Eqs. (3.1), (3.4), (3.9) and using the above definitions, we can write the generator $\mathscr{K}(\mathbf{k})$ of the limiting characteristic operator $\mathscr{G}(\cdots)$ [see Eqs. (4.14)-(4.16)] in the following way:

$$
\begin{align*}
\mathscr{K}(\mathbf{k}) \rho= & \mathscr{L} \rho+\frac{i}{2} \sum_{j=1}^{n} \sum_{q=1}^{N} k_{j}\left(C_{j q}^{(S)} A_{q} \rho+C_{j q}^{(S)^{*}} \rho A_{q}\right) \\
& -\frac{1}{4} \sum_{i j=1}^{n} k_{i} \Gamma_{i j}^{(S)} k_{j} \rho \tag{5.6}
\end{align*}
$$

where

$$
\begin{align*}
\mathscr{L} \rho= & \mathscr{L} s \rho-\frac{i}{\hbar}\left[H_{1}, \rho\right]-\frac{1}{4} \sum_{q, p=1}^{N} D_{q p}^{(S)}\left[A_{q},\left[A_{p}, \rho\right]\right] \\
& -\frac{i}{4} \sum_{q, p=1}^{N} E_{q p}^{(S)}\left[A_{q},\left\{A_{p}, \rho\right\}\right],  \tag{5.7}\\
H_{1}= & \frac{i}{4 \hbar} \sum_{q, p=1}^{N}\left(\int_{0}^{+\infty} d t-\int_{-\infty}^{0} d t\right) \\
& \times\left\langle B_{q}, \mathscr{T}(t) B_{p}\right\rangle A_{q} A_{p}+\text { H.c. },  \tag{5.8}\\
D_{q p}^{(S)}= & \frac{1}{\hbar^{2}} \int_{-\infty}^{+\infty} d t\left(\left\langle B_{p}, \mathscr{T}(t) B_{q}\right\rangle+\left\langle B_{q}, \mathscr{T}(t) B_{p}\right\rangle\right),  \tag{5.9a}\\
E_{q p}^{(S)}= & \frac{i}{\hbar^{2}} \int_{-\infty}^{+\infty} d t\left(\left\langle B_{p}, \mathscr{T}(t) B_{q}\right\rangle-\left\langle B_{q}, \mathscr{T}(t) B_{p}\right\rangle\right), \tag{5.9b}
\end{align*}
$$

$$
\begin{align*}
C_{j q}^{(S)}= & -\frac{i}{\hbar}\left\{\int_{-\infty}^{+\infty} d t\left\langle R_{j}, \mathscr{T}(t) B_{q}\right\rangle\right. \\
& \left.+\int_{-\infty}^{\infty} d t\left(\left\langle R_{j}^{\dagger}, \mathscr{T}(t) B_{q}\right\rangle+\left\langle B_{q}, \mathscr{T}(t) R_{j}\right\rangle\right)\right\} \tag{5.10}
\end{align*}
$$

$$
\begin{align*}
\Gamma_{i j}^{(S)}= & \Gamma_{i j}+\frac{1}{2} \int_{-\infty}^{+\infty} d t\left(\left\langle R_{i}, \mathscr{T}(t) R_{j}\right\rangle+\left\langle R_{j}, \mathscr{T}(t) R_{i}\right\rangle\right) \\
& +\frac{1}{2} \int_{0}^{+\infty} d t\left(\left\langle R_{i}, \mathscr{T}(t) R_{j}^{\dagger}\right\rangle+\left\langle R_{j}, \mathscr{T}(t) R_{i}^{\dagger}\right\rangle\right) \\
& +\frac{1}{2} \int_{-\infty}^{0} d t\left(\left\langle R_{j}^{+}, \mathscr{T}(t) R_{i}\right\rangle+\left\langle R_{i}^{\dagger}, \mathscr{T}(t) R_{j}\right\rangle\right) \tag{5.11}
\end{align*}
$$

Note that the operator $\mathscr{G}(\cdots)$ satisfies Eqs. (2.9), (2.10) and its generator equations (2.12) (with $\mathscr{K}_{p} \equiv 0$ ), (2.15), and (2.16). In order that $\mathscr{G}(\cdots)$ be the characteristic operator of a true OVSP, we must also prove that $\Gamma^{(S)}$ is an invertible positive real $n \times n$ matrix, $\mathscr{L}$ is the generator of a quantum dynamical semigroup and

$$
\begin{equation*}
D^{(S)}+i E^{(S)}-C^{(S)^{\dagger}} \Gamma^{(S)^{-1}} C^{(S)} \geqslant 0 \tag{5.12}
\end{equation*}
$$

In writing Eq. (5.12) we have not taken into account the contribution of the (possible) dissipative part of $\mathscr{L}_{s}$, because $\mathscr{G}(\cdots)$ is a characteristic operator for any choice of $\mathscr{L}_{S}$ and in particular when one has a purely Hamiltonian generator $\mathscr{L}_{s}=-(i / \hbar)\left[H_{S}, \cdot\right]$.

From definitions (5.9a), (5.9b), and (5.11) and from Eq. (5.5), we see immediately that we have

$$
\begin{equation*}
\Gamma_{i j}^{(S)}=\Gamma_{j i}^{(S)} \in \mathbb{R}, \quad D_{q p}^{(S)}=D_{p q}^{(S)} \in \mathbb{R}, \quad E_{q p}^{(S)}=-E_{p q}^{(S)} \in \mathbb{R} \tag{5.13}
\end{equation*}
$$

Then, consider the correlation functions (2.22) for the continuous observation on system $M$, when $\mathscr{L}_{I} \equiv 0$ and $W \equiv \rho_{M} \quad$ [so that we have $\mathscr{G}(t)=\exp \left(\mathscr{L}_{M} t\right)$, $\left.\exp \left(\mathscr{L}_{M} t\right) \rho_{M}=\rho_{M},\left\langle x_{j}(t)\right\rangle=0\right]$. We obtain

$$
\begin{align*}
\Delta_{i j}\left(t_{1}, t_{2}\right)= & \frac{1}{2} \Gamma_{i j} \delta\left(t_{1}-t_{2}\right)+\frac{1}{4} \theta\left(t_{1}-t_{2}\right)\left\{\left\langle R_{i}^{\dagger}, \mathscr{T}\left(t_{2}-t_{1}\right) R_{j}\right\rangle\right. \\
& \left.+\left\langle R_{j}, \mathscr{T}\left(t_{1}-t_{2}\right) R_{i}\right\rangle+\left\langle R_{i}, \mathscr{T}\left(t_{2}-t_{1}\right) R_{j}\right\rangle+\left\langle R_{j}, \mathscr{T}\left(t_{1}-t_{2}\right) R_{i}^{\dagger}\right\rangle\right\} \\
& +\frac{1}{4} \theta\left(t_{2}-t_{1}\right)\left\{\left\langle R_{j}^{\dagger}, \mathscr{T}\left(t_{1}-t_{2}\right) R_{i}\right\rangle+\left\langle R_{i}, \mathscr{T}\left(t_{2}-t_{1}\right) R_{j}\right\rangle\right. \\
& \left.+\left\langle R_{j}, \mathscr{T}\left(t_{1}-t_{2}\right) R_{i}\right\rangle+\left\langle R_{i}, \mathscr{T}\left(t_{2}-t_{1}\right) R_{j}^{\dagger}\right\rangle\right\} \tag{5.14}
\end{align*}
$$

By taking in Eq. (2.23)

$$
\begin{equation*}
k_{j}(t)=c_{j} \sqrt{2 \alpha} e^{-\alpha t}, \quad c_{j} \in \mathbb{C}, \quad \alpha>0 \tag{5.15}
\end{equation*}
$$

we have

$$
\begin{align*}
0 \leqslant & \sum_{i j=1}^{n} c_{i}^{*} c_{j}\left\{\frac{1}{2} \Gamma_{i j}+\frac{1}{4} \int_{-\infty}^{+\infty} d t e^{-\alpha|t|}\left[\left\langle R_{i}, \mathscr{T}(t) R_{j}\right\rangle+\left\langle R_{j}, \mathscr{T}(t) R_{i}\right\rangle\right]\right. \\
& +\frac{1}{4} \int_{0}^{+\infty} d t e^{-\alpha t}\left[\left\langle R_{j}, \mathscr{T}(t) R_{i}^{\dagger}\right\rangle+\left\langle R_{i}, \mathscr{T}(t) R_{j}^{\dagger}\right\rangle\right] \\
& \left.+\frac{1}{4} \int_{-\infty}^{0} d t e^{-\alpha|t|}\left[\left\langle R_{i}^{\dagger}, \mathscr{T}(t) R_{j}\right\rangle+\left\langle R_{j}^{\dagger}, \mathscr{T}(t) R_{i}\right\rangle\right]\right\} \tag{5.16}
\end{align*}
$$

and taking the limit $\alpha \rightarrow 0+$, we obtain

$$
\begin{equation*}
\Gamma^{(S)} \geqslant 0 \tag{5.17}
\end{equation*}
$$

Equation (5.12), as it stands, requires an invertible $\Gamma^{(S)}$, but, if it is not so, we can easily modify this equation in order to take into account this fact. For simplicity, we do not treat this case here and assume that $\Gamma^{(S)}$ is invertible.

Now we have only to prove the positivity property (c) of Sec. II. But the quantity

$$
\begin{align*}
\sum_{i j=1}^{m} & \alpha_{i}^{*} \alpha_{j} \mathscr{G}\left(\tau_{2}, \tau_{1} ;\left[\mathbf{k}_{i}-\mathbf{k}_{j}\right]\right) \\
& =\sum_{i, j=1}^{M} \alpha_{i}^{*} \alpha_{j} \lim _{\lambda \rightarrow 0} \operatorname{Tr}_{M}\left(\widetilde { G } ^ { ( \lambda ) } \left(\tau_{2} / \lambda^{2}, \tau_{1} / \lambda^{2}\right.\right. \\
& {\left.\left.\left[\lambda\left(\mathbf{k}_{i}\left(\lambda^{2} t\right)-\mathbf{k}_{j}\left(\lambda^{2} t\right)\right)\right](\cdot) \otimes \rho_{M}\right)\right) } \tag{5.18}
\end{align*}
$$

is completely positive, because complete positivity is not destroyed under any limiting procedure. ${ }^{17,24}$ In particular, by taking $\mathbf{k}_{i}=0$, we obtain that $\mathscr{L}$ is the generator of a quantum dynamical semigroup and this is true, for any choice of $\mathscr{L}_{S}$, if and only if

$$
\begin{equation*}
D^{(S)}+i E^{(S)} \geqslant 0 \tag{5.19}
\end{equation*}
$$

Finally, from the complete positivity of (5.19), for $\mathbf{k}_{\boldsymbol{i}} \neq 0$, have also that Eq. (5.12) holds [in Ref. 4 we have proved that Eq. (2.19) is a necessary condition for the positivity of an OVSP with a generator of pure Gaussian structure].

It would be interesting to have independent direct proofs of Eqs. (5.12) and (5.19). However, I am able to give this proof only for Eq. (5.19). A very formal proof of this equation goes as follows. Since $\{\mathscr{T}(t), t \geqslant 0\}$ is a strongly continuous contraction semigroup on a Hilbert space, extended to negative times by Eq. (5.4), we can write

$$
\begin{equation*}
\mathscr{T}(t)=\exp \{-i \mathscr{A} t-\mathscr{B}|t|\} \tag{5.20}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathscr{A}=\mathscr{A}^{*}, \quad \mathscr{B}=\mathscr{B}^{*} \geqslant 0 \tag{5.21}
\end{equation*}
$$

Then we have

$$
\begin{align*}
D_{q p}^{(S)}+i E_{q p}^{(S)} \equiv & \frac{1}{\hbar^{2}} \int_{-\infty}^{+\infty} d t\left\langle B_{q}, \mathscr{T}(t) B_{p}\right\rangle \\
= & \left(2 / \hbar^{2}\right)\left\langle(-i \mathscr{A}+\mathscr{B})^{-1} B_{q}\right. \\
& \left.\mathscr{B}(-i \mathscr{A}+\mathscr{B})^{-1} B_{p}\right\rangle \tag{5.22}
\end{align*}
$$

from the positivity of $\mathscr{B}$, Eq. (5.19) follows. More rigorous$\mathrm{ly}, \mathrm{Eq}$. (5.19) is a direct consequence of Theorem 3.8 of Ref. 27.

## VI. FINAL REMARKS

As we have seen, if we consider a continuous measurement on $M$, of pure Gaussian type, the reduced OVSP gives, in the weak coupling limit, a continuous measurement on $S$ of Gaussian type. The same result holds even for more general OVSP's. Consider a continuous measurement on $M$ of the type discussed in Sec. II, with a generator with nonvanishing Poisson part. On eliminating the degrees of freedom of $M$ and under the scaling discussed in Sec. IV, it could be shown that also in this case a pure Gaussian reduced OVSP is obtained. This result is not surprising if one thinks of the classical analog. Let us try to explain this point.

If we consider the definitions of Sec. II in the classical case ( $h \equiv \mathbb{C}$ ), we see that our OVSP's reduce to GSP's with independent values at any time. ${ }^{22}$ Among these processes Eq. (2.9) selects those GSP's which are the derivative of ordinary Markov processes with independent increments. As is well known, these processes are strictly related to infinitely divisible probability distributions. The classical LévyKintchine formula gives the most general distribution of this type. ${ }^{28}$ An important subclass of infinitely divisible probabilities is that of stable distributions, which possess a domain of attraction. ${ }^{28}$ Under suitable scalings, the probability distribution of the sum of identically distributed quantities goes to one of the stable distributions.

Also in the quantum case it is possible to give a definition of infinite divisibility. In Ref. 23 the notion of infinitely divisible instrument is introduced, and it is shown that the problem of finding the most general infinitely divisible instrument is equivalent to the problem of finding the most general OVSP, whose characteristic operator satisfies Eq. (2.9). Moreover, the scaling procedure used in the present paper is very reminiscent of that used in the usual central limit theorem (probability distributions with finite first and second moments are in the domain of attraction of the normal distribution). Therefore it is not surprising that only OVSP's of Gaussian type be obtained in the limit. Let us stress that the limiting procedure discussed in Sec. IV is more complicated than the classical one, because OVSP's involve not only the probabilities, but also the quantum dynamics.

The above considerations suggest the following open problems in the quantum case: (1) to find some quantum analog of the Lévy-Khintchine formula for the infinitely divisible instruments; (2) to give a physically motivated and mathematically well-posed definition of stable instrument and to find the most general one; (3) to introduce the notion of domain of attraction for stable instruments; and (4) to formulate suitable central limit theorems in the quantum case, in such a way that the results of this paper could be regarded as a particular case of these theorems. None of these problems is trivial. Only in the case of point (1) some partial results are known. ${ }^{8,23}$
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#### Abstract

The bound state eigenfunctions of the Rosen-Morse [N. Rosen and P. M. Morse, Phys. Rev. 42, 210 (1932)] potential are investigated using ladder operators that give a representation of the algebra $A_{1}$. The representations are generally infinite-dimensional and indecomposable, the representation space containing unbounded functions as well as the normalizable eigenfunctions. Operators giving eigenfunctions of a potential with different strength are also found, giving a representation of $D_{2}$. The $A_{1}\left(\right.$ or $\left.\mathrm{su}_{2}\right)$ representations are identified in terms of a classification proposed by Sannikov (S. S. Sannikov, Yad. Fiz. 6, 1294 (1967) [Sov. J. Nucl. Phys. 6, 939 (1968)]], and the connection with representations obtained by Gruber and Klimyk [B. Gruber and A. U. Klimyk, J. Math Phys. 19, 2009 (1978); 25, 755 (1984)] is given. The evaluation of matrix elements is considered.


## I. INTRODUCTION

In the early years of quantum mechanics several examples of the Schrödinger equation, including the RosenMorse ${ }^{1}$ potential $-c \operatorname{sech}^{2} x$, were solved using known properties of special functions. The harmonic oscillator problem and the hydrogen atom problem ${ }^{2}$ were also solved by algebraic methods (matrix mechanics) which were equivalent to determining the properties of a representation of a Lie algebra associated with the system. More recently, relevant algebras have been discovered for several other cases where the Schrödinger equation is analytically soluble, allowing unsuspected algebraic treatments. ${ }^{3-10}$ In general the required eigenfunctions are a basis for a representation of the Lie algebra, which contains (ladder) operators which transform one eigenfunction into another. In some cases it is easiest to use a potential algebra where the operators generate an eigenfunction belonging to a system with a different potential strength. For the Rosen-Morse potential such operators were given by Alhassid, Gursey, and Iachello ${ }^{8}$ and these results have been extended by Frank and Wolf ${ }^{10}$ to the modified Pöschl-Teller potential, which contains the Ro-sen-Morse potential as a special case.

Interest in the potential - $c \operatorname{sech}^{2} x$ is partly due to the fact that when the strength constant $c=n^{2}+n$, with $n$ integer, the reflection coefficient is zero at all energies. ${ }^{11}$ This quantum-mechanical curiosity became famous as an exactly soluble inverse scattering problem because the reflectionless potentials were the soliton solutions ${ }^{12}$ of the Korteweg-de Vries equation. The potential algebra has been used ${ }^{8}$ to relate the reflection coefficients of different potentials; if $c=v(v+1)$, then $v$ changes in integer steps.

This paper considers first the algebra where the ladder operators generate eigenfunctions of the same potential. ${ }^{8,13,14}$ For $c=n^{2}+n$, these eigenfunctions are associated Legendre functions ${ }^{15}$ or spherical harmonics with a change of variable, so the algebra is evidently $\mathrm{su}_{2}$. The usual angular momentum operators can be used ${ }^{8}$ provided the eigenfunctions are multiplied by a phase factor $e^{i m \phi}$, introducing a redundant variable $\phi$ exactly as in the work of Armstrong ${ }^{3}$ and Berrondo and Palmer. ${ }^{7}$ The operators retain
their commutation properties when the integer $n$ is replaced by an arbitrary $v$.

The $\mathrm{su}_{2}$ algebra is extended in Sec. III by considering not only the operators corresponding to an angular momentum $\mathbf{L}=\mathbf{r} \times \mathbf{p}$, but also those corresponding to $\mathbf{p}$. This gives a new algebra based on six operators with the commutation relations of $\mathrm{so}_{3,1}$ or $D_{2}$; the potential algebra ${ }^{8}$ can be constructed as quadratic functions of these $D_{2}$ operators.

The main result of this paper, in Sec. IV, is the identification of the representations of the $\mathrm{su}_{2}$ algebra, by obtaining the functions annihilated by the ladder operators. If $2 v$ is not an integer, the ladder operators generate an infinite sequence of unbounded functions; the square-integrable eigenfunctions span only a small part of the representation space. When $2 v$ is an odd integer, the infinite-dimensional representation is reducible but indecomposable. A quotient space may be used to get the familiar finite-dimensional representation, but half of this space consists of functions that are not normalizable. For integer $v$ there are finite-dimensional representation spaces which include a zero-energy wave function which is not normalizable; however, it is bounded, and adjoint operators may be defined by using an inner product integral with the weight function $\operatorname{sech}^{2} x$, as discussed in Sec. V . Infinite-dimensional, indecomposable representations of $\mathrm{su}_{2}$ were classified and labeled by Sannikov ${ }^{16}$; each representation found here is identified with one given by Sannikov; in some cases they are isomorphic to those given more recently by Gruber and Klimyk. ${ }^{17,18}$ The representations of $D_{2}$ have not been identified with any given previously.

The concluding section of the paper obtains some matrix elements with the aid of algebraic methods.

## II. SHIFT OPERATORS CHANGING THE ENERGY

Consider the Schrödinger equation for a Rosen-Morse ${ }^{1}$ potential:

$$
\begin{equation*}
H \psi=-\frac{d^{2} \psi}{d x^{2}}-\frac{v(v+1)}{\cosh ^{2} x} \psi=-k^{2} \psi \quad(v>0) \tag{1}
\end{equation*}
$$

When $k=v$ the function
$\operatorname{sech}^{2} \boldsymbol{x}$
is a square-integrable solution which (having no zeros) represents the ground state. The potential constant $v(v+1)$ in (1) is invariant under the substitution $v \rightarrow-v-1$. The same substitution in (2) shows that

$$
\begin{equation*}
\chi(x)=\cosh ^{2+1} x \tag{3}
\end{equation*}
$$

is a solution of (1) when $k=v+1$. This solution is not square-integrable.

The possibility of a group-theoretical approach to (1) is indicated by the ${ }^{15}$ fact that the substitution $\tanh x=\cos \theta$ gives the associated Legendre equation; conversely a solution of (1), at least for integer values of $v$, may be obtained from the spherical harmonic $Y_{\nu}^{m}(\theta, \phi)$ after deleting the factor $e^{i m \phi}$. The usual angular momentum operators become

$$
\begin{align*}
& L_{0}=-i \frac{\partial}{\partial \phi}  \tag{4}\\
& L_{ \pm}=e^{ \pm i \phi}\left(\mp \cosh x \frac{\partial}{\partial x}+i \sinh x \frac{\partial}{\partial \phi}\right)
\end{align*}
$$

which satisfy the commutation relations

$$
\begin{equation*}
\left[L_{0}, L_{ \pm}\right]= \pm L_{ \pm}, \quad\left[L_{+}, L_{-}\right]=2 L_{0} \tag{5}
\end{equation*}
$$

The Casimir operator is

$$
\begin{equation*}
L^{2}=-\cosh ^{2} x\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial \phi^{2}}\right) \tag{6}
\end{equation*}
$$

and it is easy to verify that $\psi(x)$ satisfying (1) is equivalent to

$$
\begin{align*}
& L_{0} \psi e^{ \pm i k \phi}= \pm k \psi e^{ \pm i k \phi}  \tag{7}\\
& L^{2} \psi e^{ \pm i k \phi}=v(v+1) \psi e^{ \pm i k \phi} .
\end{align*}
$$

For example, for any $v>0$,

$$
\begin{equation*}
f^{-v}=e^{-i v \phi} \operatorname{sech}^{\nu} x \text { and } f^{\nu+1}=e^{i(v+1) \phi} \cosh ^{\nu+1} x \tag{8}
\end{equation*}
$$

are solutions of (7) corresponding to (2) and (3).
Thus, if a solution of (1) is multiplied by $e^{-i k \phi}$, further solutions may be generated using the shift operators $L_{ \pm}$. For example, since

$$
\begin{equation*}
L_{+} f^{-v}=2 v e^{-i(v-1) \phi} \sinh x \operatorname{sech}^{v} x \tag{9}
\end{equation*}
$$

the function $\sinh x \operatorname{sech}^{v} x$ satisfies (1) when $k=v-1$. The functions in (8) give zero on applying $L_{\text {_ }}$. Since $L_{ \pm} \psi(x) e^{i k \phi}=0$ reduces to a first-order differential equation for $\psi$, for a given $k$ the functions which are annihilated by the shift operators are unique:

$$
\begin{equation*}
L_{-} f^{k}=0, \quad L_{+} f_{k}=L_{+}\left(e^{i k \phi} \operatorname{sech}^{k} x\right)=0 \tag{10}
\end{equation*}
$$

[Note: alternative equations could be obtained by interchanging $\phi$ with $-\phi$ and $L_{+}$with $L_{-}$, but this effectively only duplicates the results. One consequence of the choice of $e^{ \pm i k \phi}$ factors made in (8) is that when $v$ is noninteger, square-integrable functions of $x$ always appear with a factor $e^{-i k \phi}$ with $k>0$.]

One difference from angular momentum theory is that in general $k$ (in $e^{i k \phi}$ ) is not an integer, as $v-k$ is an integer. Also functions of $x$ generated by $L_{ \pm}$may be unbounded; for example, the function obtained on the right-hand side of (9) is square-integrable only if $v>1$, whereas $f^{-v}$ is square integrable for $v>0$. More generally, as $x \rightarrow \infty$,

$$
\begin{align*}
L_{+}^{n} f^{-v} \sim & {\left[\frac{1}{2} e^{x+i \phi}\left(-\frac{\partial}{\partial x}+i \frac{\partial}{\partial \phi}\right)\right]^{n} 2^{v} e^{-v x-i v \phi} } \\
= & 2^{v} v(v-1) \cdots(v-n+1) e^{k x+i k \phi} \\
& (k=n-v) . \tag{11}
\end{align*}
$$

Since $f^{-v}$ is even and $L_{+}$changes the parity, a factor $(-1)^{n}$ in (11) gives the behavior as $x \rightarrow-\infty$. Thus $L^{n}{ }_{+} f^{-v}$ is square-integrable when $k<0$, i.e., $n<v$, unbounded if $n>v$ when $v$ is nonintegral, and bounded but not square-integrable when $n=v$ in the integer case. This gives the following square-integrable eigenfunctions of (1): $L^{n} f^{-v}(n=0,1,2, \ldots ; n<v)$ belonging to the eigenvalues $-(v-n)^{2}$. The eigenfunctions have the same parity as $n$. Later, in Eq. (24), a normalization factor will be given.

When $v$ is not an integer, further ( $n>v$ ) applications of $L_{+}$generate unbounded solutions of (1). When $v$ is an integer, $L_{+}^{v} f^{-v}$ is a bounded zero-energy wave function having the same parity as $v$. The functions $L_{+}^{v+m} f^{-v}$ and $L_{+}^{v-m} f^{-v}$ have the same parity, and are both solutions of (1) with $k^{2}=m^{2}(k= \pm m)$. So (apart from the factors $e^{ \pm i m \phi}$ ) one function must be a multiple of the other, and the $L_{+}^{v+m} f^{-v}(m=1,2, \ldots, v)$ just give the square-integrable eigenfunctions again, the sequence terminating as in (10).

Example ( $\nu=1$ ):
$f^{-1}=e^{-i \phi} \operatorname{sech} x$,
$L_{+} f^{-1}=2 \tanh x \quad$ (zero-energy wave function),
$L^{2}{ }_{+} f^{-1}=-2 e^{i \phi} \operatorname{sech} x=-2 f_{1} \quad[\mathrm{cf} .(10)]$,
$L_{+} f_{1}=0$.
When $v$ is a half-integer, $L_{+}^{m} f^{-v}$ and $L_{+}^{2 v-m} f^{-v}(m<v)$ are also both solutions of the same equation (1) with $k^{2}=(m-v)^{2}$, but they are opposite parity (as $L_{+}^{2 \nu-m}$ $=L_{+}^{2 v-2 m} L^{m}$ and $2 v-2 m$ is odd). Thus for $m<v$ the $L_{+}^{2 v-m} f^{-v}$ are the second (unbounded) solutions of (1).

Example ( $\nu=\frac{1}{2}$ ):

$$
\begin{aligned}
f^{-1 / 2} & =e^{-i \phi / 2} \operatorname{sech}^{1 / 2} x \\
& \rightarrow e^{i \phi / 2} \operatorname{sech}^{1 / 2} x \sinh x \quad \text { (second solution) } \\
& \rightarrow-e^{3 i \phi / 2} \cosh ^{3 / 2} x=-f^{3 / 2}
\end{aligned}
$$

(and further applications of $L_{+}$produce more unbounded functions.)

Although this adaptation of angular momentum theory has yielded the eigenvalues of $H$, other familiar techniques require the shift operators $L_{ \pm}$to be adjoint. This can be achieved only by using an unusual inner product, as discussed later in Sec. V.

## III. OPERATORS CHANGING THE POTENTIAL

The operators (4) were obtained by applying the transformation $\tanh x=\cos \theta$ to the (angular momentum) operators which are the components of $\mathbf{L}(\theta, \phi)=-r \times \nabla$. The same transformation can be applied to the components of $\nabla=\mathbf{i} \partial / \partial X+\mathbf{j} \partial / \partial Y+\mathbf{k} \partial / \partial Z$, using the polar coordinates $\theta$ and $\phi$, but eliminating the radial coordinate $r$ by setting $r=1$ and $\partial / \partial r=0$. For example,

$$
\frac{\partial}{\partial Z}=\cos \theta \frac{\partial}{\partial r}-\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \rightarrow-\sin \theta \frac{\partial}{\partial \theta}=\frac{\partial}{\partial x}
$$

This produces (with a factor $-i$ to get standard commutators)
$U_{0}=-i \frac{\partial}{\partial x}, \quad U_{ \pm}=e^{ \pm i \phi}\left(i \sinh x \frac{\partial}{\partial x} \pm \cosh x \frac{\partial}{\partial \phi}\right)$
giving

$$
\begin{align*}
& {\left[L_{ \pm}, U_{ \pm}\right]=0, \quad\left[L_{ \pm}, U_{0}\right]=\mp U_{ \pm}} \\
& {\left[L_{ \pm}, U_{\mp}\right]= \pm 2 U_{0}, \quad\left[L_{0}, U_{0}\right]=0,}  \tag{13}\\
& {\left[L_{0}, U_{ \pm}\right]= \pm U_{ \pm}} \tag{14}
\end{align*}
$$

These equations are the commutation relations of a vector operator, so selection rules on matrix elements are expected. Those rules which arise because factors $e^{i k \phi}$ produce $\delta_{k, k}$, terms are irrelevant for matrix elements (of momentum $U_{0}$, for example) between solutions of (1). However, one can conclude that $U_{ \pm}$may change $v$ by $\pm 1$, shifting to a different potential. Also (14) and (12) show that $U_{ \pm}$raise and lower the energy eigenvalue and do not change parity. If $\psi_{k}^{v}$ denotes a square-integrable solution of (1), then ( $k>0$ )

$$
\begin{equation*}
U_{ \pm} \psi_{k}^{v} e^{-i k \phi}=\left(a_{ \pm} \psi_{k \pm 1}^{v-1}+b_{ \pm} \psi_{k \pm 1}^{\nu+1}\right) e^{-i(k \mp 1) \phi} \tag{15}
\end{equation*}
$$

The first term does not appear when $U_{-}$acts on the lowest two states:

$$
\begin{align*}
& U_{-} f^{-v}=i v f^{-v-1}  \tag{16}\\
& U_{-}\left(L_{+} f^{-v}\right)=\left[i v^{2} /(v+1)\right]\left(L_{+} f^{-v-1}\right)
\end{align*}
$$

On a lattice of points representing solutions of (7), the action of the operators $L_{ \pm}$and $U_{ \pm}$can be indicated by arrows as in Fig. 1.

It is well known ${ }^{15}$ that the operators

$$
\begin{equation*}
B=\frac{d}{d x}+v \tanh x, \quad C=-\frac{d}{d x}+(v+1) \tanh x \tag{17}
\end{equation*}
$$

obtained from the Darboux transformation, generate eigenfunctions of a different potential without changing the energy:

$$
\begin{equation*}
B \psi_{k}^{v}=b \psi_{k}^{v-1}, \quad C \psi_{k}^{v}=c \psi_{k}^{v+1} \tag{18}
\end{equation*}
$$

Figure 1 suggests that $L_{\mp} U_{ \pm}$should be some combinations of $B$ and $C$. From (4), (6), and (12) one gets

$$
\begin{equation*}
\pm i L_{ \pm} U_{\mp}=-(\tanh x) L^{2}+\left(1 \mp L_{0}\right) \frac{\partial}{\partial x} \tag{19}
\end{equation*}
$$

Applying each side of (19) to $\psi_{v-n}^{\nu} e^{i(n-v) \phi}=L^{n}{ }_{+} f^{-v}$, the combinations of $B$ and $C$ required to give $L_{\mp} U_{ \pm}$can be determined by inspection:
$i(2 v+1) L_{+} U_{-}=(v+1)(1-n) B-v(2 v+2-n) C$,
$i(2 v+1) L_{-} U_{+}=(v+1)(2 v-n-1) B+v(n+2) C$.

A normalization constant for the function $L^{n} f^{-v}$ may be obtained by considering the construction of the same function by successive applications of $C$ to $f^{-v+n}$. Note that $C$ in (17) depends on $v$, which increases by 1 with each application, so at this stage $C$ is rewritten $C(v)$. The normalization integral for $f^{-v+n}$ can be evaluated using the $\beta$ function to get


FIG. 1. The energy eigenvalue $-k^{2}$ is lowered by $L_{-}$when $k<0$.

$$
\begin{equation*}
\int_{-\infty}^{\infty} \operatorname{sech}^{2 \lambda} x d x=\frac{\Gamma(\lambda) \sqrt{\pi}}{\Gamma\left(\frac{1}{2}+\lambda\right)}=\frac{\left[2^{\lambda} \Gamma(\lambda)\right]^{2}}{2 \Gamma(2 \lambda)} \tag{21}
\end{equation*}
$$

Hence the normalized function for the ground state is

$$
\begin{equation*}
\left[\Gamma\left(\frac{1}{2}+v-n\right) / \Gamma\left(\frac{1}{2}\right) \Gamma(v-n)\right]^{1 / 2} \operatorname{sech}^{\nu-n} x \tag{22}
\end{equation*}
$$

The theory of the Darboux transformation gives ${ }^{19}$ both the change in normalization when $C$ is applied, and the change in the asymptotic form of the function. Applying to (22)

$$
C(v-n-1-j) /[(2 v-2 n+j) j]^{1 / 2}
$$

with $j=1,2, \ldots, n$, retains the normalization, and gives a function with asymptotic behavior (as $x \rightarrow \infty$ )

$$
\begin{equation*}
\left[\frac{\Gamma(2 v-n+1)}{n!(v-n)}\right]^{1 / 2} \frac{1}{\Gamma(v-n)} e^{-(v-n) x} \tag{23}
\end{equation*}
$$

Comparing (23) with (11) shows that, provided $n<v$ ( $k=n-v<0$ )

$$
\begin{align*}
|v n-v\rangle= & {\left[\frac{(v-n) \Gamma(2 v-n+1)}{n!}\right]^{1 / 2} } \\
& \times \frac{1}{2^{v} \Gamma(v+1)} L_{+}^{n} f^{-v} \tag{24}
\end{align*}
$$

is normalized.
The commutators between components of $\mathbf{U}$ are

$$
\begin{equation*}
\left[U_{0}, U_{ \pm}\right]=\mp L_{ \pm}, \quad\left[U_{+}, U_{-}\right]=-2 L_{0} \tag{25}
\end{equation*}
$$

Equations (5), (13), (14), and (25) exhibit a basis for an so( 3,1 ) algebra. Its invariants are

$$
\begin{equation*}
L^{2}-U^{2}=0, \quad \mathbf{U} \cdot \mathbf{L}=0 \tag{26}
\end{equation*}
$$

Since neither $L_{ \pm}$nor $U_{ \pm}$are complex conjugates, the algebra should be regarded as the complex algebra $D_{2}$ rather than the real algebra so (3,1), and the "angular momentum" subalgebra is the complex algebra $A_{1}$.

## IV. IDENTIFICATION OF REPRESENTATIONS

The nonunitary representations of the complex algebra $A_{1}$ were classified by Sannikov ${ }^{16}$ according to the number of
basis functions which are annihilated by the shift operators $L_{ \pm}$. These functions have been called extremal vectors by Gruber. ${ }^{17}$ Using (4), the partial differential equations ( $\left.L_{ \pm}\right) u=0$ have solutions of the form $u(x, \phi)$ $=f\left(e^{\mp i \phi} \cosh x\right)$. Assuming that the Casimir operator

$$
\begin{equation*}
L^{2}=L_{-} L_{+}+L_{0}^{2}+L_{0}=L_{+} L_{-}+L_{0}^{2}-L_{0} \tag{27}
\end{equation*}
$$

has the eigenvalue $v^{2}+v$ then determines $f$, giving two twodimensional subspaces of extremal vectors:

$$
\begin{array}{ll}
L_{+}\left(\alpha f_{v}+\beta f_{-v-1}\right)=0 & {[\text { cf. (10) }],} \\
L_{-}\left(\alpha f^{-v}+\beta f^{v+1}\right)=0 & {[\text { cf. (8) }] .} \tag{29}
\end{array}
$$

The notation shows the eigenvalue of $L_{0}$ as a superscript or subscript.

Now consider the representation space containing $f^{-v}$. If

$$
\begin{equation*}
g_{v}=-e^{i v \phi} \operatorname{sech}^{\nu} x \int \cosh ^{2 v} x d x \tag{30}
\end{equation*}
$$

then $L_{+} g_{-v-1}=f^{-v}$, and the representation space is spanned by the eigenfunctions (of $L_{0}$ ) $L^{n}{ }_{+} f^{-v}$, $L^{n} g_{-v-1}$. The latter functions belong to the eigenvalues $-v-1-n$ of $L_{0}$ and so cannot be in the subspaces (28) or (29). The function $L^{n}{ }_{+} f^{-v}$ belongs to the eigenvalue $n-v$;
it can be in (28) if $2 v=n$ (an integer), and it can be in (29) if $2 v+1=n$. However, the extremal vectors are all even parity, and $L_{+}$changes the parity, so the integer $n$ must be even.

The extremal vectors are therefore as follows.
(i) If $v$ is neither integer nor half-integer, then $f^{-v}$ is the only extremal vector in the representation space.
(ii) If $v$ is an integer, there is one other extremal vector $L_{+}^{2 v} f^{-v}=$ (const) $f_{v}$, annihilated by $L_{+}$.
(iii) If $v$ is half-integer ( $2 v$ is an odd integer), there is one other extremal vector (in addition to $f^{-v}$ )

$$
\begin{equation*}
L_{+}^{2 v+1} f^{-v}=(\text { const }) f^{v+1} \tag{31}
\end{equation*}
$$

also annihilated by $L_{-}$. Note that (31) follows from the fact that the left-hand side is known to satisfy (7) with $k=v+1$, and so has the form $\psi(x) e^{i k \phi}$, where $\psi$ is even and satisfies (1) with $k=v+1$. Thus $\psi$ is a multiple of (3). A similar argument applies in (ii).

The representations can be illustrated by diagrams on which $L_{+}$shifts to the right, $L_{-}$shifts to the left, and arrows indicate the extremal vectors. The numbers show the eigenvalues of $L_{0}$, i.e., the weights.


Diagram (I) illustrates the case where $2 v$ is not integer, the complete space realizing the representation $\mathrm{D}^{+}(-v-1,-v)$, using Sannikov's notation. ${ }^{16}$ That part of the space spanned by the $L^{n} g_{-v-1}$ [dashed line in Diagram (I)] can be omitted in favor of the invariant subspace spanned by the $L^{n}{ }_{+} f^{-v}$, realizing the representation $\mathrm{D}^{+}(v)$. The representation $\mathrm{D}^{+}(-v-1,-v)$ is thus reducible but indecomposable. There is a [ $v$ ]-dimensional subspace of squareintegrable functions, but this is not invariant.


Diagram (II) illustrates the case where $v$ is an integer, the complete space realizing Sannikov's $\mathrm{D}_{2}(v, 0)$. The invariant subspace spanned by the $L^{n}{ }_{+} f^{-v}$ realizes Sannikov's $\mathrm{D}_{2}^{+}(v)$. This is also reducible but indecomposable, and contains the (usual) finite-dimensional representation $\mathrm{D}(v)$. This representation space has a $2 v$-dimensional subspace of square-integrable functions [each bound state of (1) appears twice with different factors $e^{ \pm i k \phi}$ ], but also contains the zero-energy wave function $L_{+}^{v} f^{-v}$ (see Sec. II). One could also realize Sannikov's $\mathrm{D}_{2}^{-}(v)$ by omitting the $L_{+}^{n} f^{-v}$ with $n>2 v$, and retaining the $L^{n}{ }_{-} g_{-v-1}$. (This is an undesirable alternative if $e^{-i k \phi}$ with $k>0$ is going to indicate a square-integrable function.)


Diagram (III) illustrates the case where $2 v$ is an odd integer, the complete space realizing Sannikov's $\mathrm{D}^{+}\left(v, \frac{1}{2}\right)$. Omitting the $L^{n} \boldsymbol{g}_{-v-1}$ gives an invariant subspace spanned by the $L^{n}{ }_{+} f^{-v}$, realizing $\mathrm{D}_{1}^{+}(v)$. This is also reducible but indecomposable: the invariant subspace spanned
by the $L_{+}^{2 v+n} f^{-v}(n=1,2, \ldots)$ realizes $\mathrm{D}^{+}(-v-1)$. The quotient space
$\left\{L^{n}{ }_{+} f^{-v}: n=0,1, \ldots\right\} /\left\{L^{n}{ }_{+} f^{-v}: n=2 v+1,2 v+2, \ldots\right\}$ realizes the (usual) finite-dimensional representation $D(v)$.

This is formally obtained by taking only the functions $L_{+}^{n} f^{-v}(n=0,1, \ldots, 2 v)$ as a basis, and including in $L_{+}$a projection operator $P$ off the denominator space, so that $P L_{+}\left(L_{+}^{2 v} f^{-v}\right)=P f^{v+1}=0$. The representation space has a $\left(v+\frac{1}{2}\right)$-dimensional noninvariant subspace of normalizable functions. For every half-integer $k \leqslant \nu$, both the even and the odd solution of (1) appear in the basis for $\mathrm{D}^{+}\left(\nu, \frac{1}{2}\right)$.

When $2 v$ is not an odd integer, representation spaces are also obtained by taking the second solutions of (1) of the opposite parity as basis functions. Then all functions in the representation space are unbounded. The details can be obtained from the work given above by the substitutions

$$
\begin{equation*}
L_{+} \leftrightarrow L_{-}, \quad \phi \rightarrow-\phi, \quad v \rightarrow-v-1 \tag{32}
\end{equation*}
$$

For integer $v$ Sannikov's $\mathrm{D}_{1}(v, 0) \supset \mathrm{D}^{ \pm}(-v-1)$ is realized, while $\mathrm{D}_{1}^{ \pm}(v)$ and $\mathrm{D}(v)$ can be obtained from quotient spaces. If (32) is applied to the $\mathrm{D}^{+}\left(v, \frac{1}{2}\right)$ representation shown in Diagram (III), then Sannikov's $\mathrm{D}^{-}\left(v, \frac{1}{2}\right) \supset \mathrm{D}_{1}^{-}(v) \supset \mathrm{D}^{-}(-v-1)$ is realized.

Another discussion of indecomposable representations was given by Gruber and Klimyk. ${ }^{17}$ The representation in Diagram (II) realizes the $\tau_{\Lambda}$ given in their Fig. 6, with $\Lambda=-v-1$; the representation in Diagram (III) realizes the $\tau_{\Lambda}$ given in their Fig. 7, with $\Lambda=v$. Similarly the representations using unbounded second solutions of (1) realize their $\sigma_{\Lambda}$. In their later paper ${ }^{18}$ realizations of $\mathbf{D}_{2}^{+}(-\Lambda-1)$ and $D^{+}(-\Lambda-1)$ are given in Eq. (10.1), and a realization of $\mathrm{D}_{2}(\Lambda, h)$ given in Eq. (10.4) ( $h=0$ or $\frac{1}{2}$ ).

Gruber ${ }^{20}$ has also given indecomposable representations of the algebra $D_{2}$, defining extremal vectors as those annihilated either by both $U_{+}$and $L_{+}$or by both $U_{-}$and $L_{-}$. For a given $k$, the unique functions annihilated by $U_{ \pm}$ are

$$
\begin{equation*}
U_{ \pm}\left(\sinh ^{\mp k} x\right) e^{i k \phi}=0 \tag{33}
\end{equation*}
$$

Equations (10) and (33) show that there are no such vectors satisfying Gruber's definition in the representation spaces used here, which are therefore inequivalent to any of the representations considered by Gruber.

## V. MATRIX ELEMENTS

When $v$ is an integer, the functions (24) can be expressed in terms of spherical harmonics by comparing (24) with the analogous equation from angular momentum theory:

$$
Y_{l}^{-m}=\left[\frac{(l+m)!}{(2 l)!(l-m)!}\right]^{1 / 2} L_{+}^{l-m} Y_{l}^{-l}
$$

Apart from the factor $e^{i(n-l) \phi}$, and with $\cos \theta=\tanh x$,

$$
\begin{equation*}
[(2 l-2 n) /(2 l+1)]^{1 / 2} Y_{l}^{-l+n}(\theta, \phi) \quad(n=0,1, \ldots, l-1) \tag{34}
\end{equation*}
$$

are thus the normalized eigenfunctions $\psi_{l-n}^{l}$ for the potential $-l(l+1) \operatorname{sech}^{2} x$. Known matrix elements for spherical harmonics should therefore translate into results for the Rosen-Morse system, subject to two provisos. First, there is no result from a matrix element that vanishes from the integration over $\phi$. Second, because $-\sin \theta d \theta=\operatorname{sech}^{2} x d x$, the angular momentum matrix elements of any operator $V$
will correspond to the Rosen-Morse matrix elements of the operator $\left(\operatorname{sech}^{2} x\right) V$.

The simplest example uses the normalization condition for the spherical harmonics:

$$
\begin{align*}
1 & =\int_{0}^{\pi}\left|Y_{l}^{n-l}\right|^{2} \sin \theta d \theta \\
& =\frac{2 l+1}{2 l-2 n} \int_{-\infty}^{\infty}\left|\psi_{l-n}^{l}\right|^{2} \operatorname{sech}^{2} x d x \tag{35}
\end{align*}
$$

The expectation value for the potential energy $-l(l+1) \operatorname{sech}^{2} x$ is therefore $-l(l+1)(2 l-2 n) /$ $(2 l+1)$; since the energy eigenvalue is $-(l-n)^{2}$, the expectation value for the kinetic energy is $(l-n)(2 n l$ $+n+l) /(2 l+1)$. The orthogonality condition for the spherical harmonics $Y_{l}^{m}$ and $Y_{L}^{M}$ gives no result for the Ro-sen-Morse system unless $m=M$, when it shows that a potential matrix element is zero if evaluated between eigenstates with the same energy but for potentials differing by an integer change in $v$ :

$$
\int_{-\infty}^{\infty} \bar{\psi}_{l-n}^{l} \psi_{l-n}^{l+k} \operatorname{sech}^{2} x d x=0 \quad(k>0, \quad n<l)
$$

Although this argument only demonstrates results when $v$ is an integer $l$, a proof of a spherical harmonics property for integer $l$ will usually apply to any Rosen-Morse states by using the integral in (35) to define their inner product. Denote this by parentheses, and use an asterisk for the corresponding complex conjugation of operators:

$$
\begin{align*}
(\nu n- & v(\mu m-\mu) \\
= & (2 \pi)^{-1} \int_{-\pi}^{\pi} e^{i \phi(m-\mu-n+v)} d \phi \\
& \times \int_{-\infty}^{\infty} \bar{\psi}_{v-n}^{v} \psi_{\mu-m}^{\mu} \operatorname{sech}^{2} x d x  \tag{36}\\
\left(\frac{\partial}{\partial \phi}\right)^{*}= & -\frac{\partial}{\partial \phi}, \quad L_{+}^{*}=L_{-}, \quad L_{-}^{*}=L_{+}
\end{align*}
$$

To get (37) from (36) one must assume that $v-\mu$ is an integer.

Using (22) and (21), the expectation value of $\operatorname{sech}^{2} x$ in the ground state is

$$
\begin{equation*}
(v-v \mid v-v)=v /\left(v+\frac{1}{2}\right) \tag{38}
\end{equation*}
$$

A recurrence formula for the expectation value in other states can be derived using (36), (37), and (27),

$$
\begin{aligned}
v_{n} & =\left(L_{+}^{n} f^{-v}, L_{+}^{n} f^{-v}\right) \\
& =\left(L_{+}^{n-1} f^{-v}, L_{+}^{*} L_{+} L_{+}^{n-1} f^{-v}\right) \\
& =n(2 v-n+1) v_{n-1}
\end{aligned}
$$

Incorporating the normalization factor given in (24) shows that $(v n-v \mid v n-v) /(v-n)$ is independent of $n$, and (38) gives the value $1 /\left(v+\frac{1}{2}\right)$. Thus the above results on expectation values of potential energy and kinetic energy extend from integer $l$ to arbitrary $v$.

Results can also be deduced from the matrix elements of $L_{ \pm}$. From (24), if $n<v$,

$$
\begin{align*}
& L_{+}|v n-v\rangle \\
& =[(v-n)(n+1)(2 v-n) /(v-n-1)]^{1 / 2} \\
& \quad \times|v n-v+1\rangle \tag{39}
\end{align*}
$$

and using also (27) gives

$$
\begin{align*}
& L_{-}|v n-v\rangle \\
&= {[n(v-n)(2 v-n+1) /(v-n+1)]^{1 / 2} } \\
& \times|v n-v-1\rangle . \tag{40}
\end{align*}
$$

These equations show that $L_{ \pm}$are equivalent to the $n$-dependent operators $A_{n}$ and $C_{n}$ used by Bauhain ${ }^{13}$ or the operators $A_{n}^{ \pm}$used by Nieto and Simmons. ${ }^{14}$ Our operators $L_{ \pm}$ avoid the $n$ dependence by introducing the extra variable $\bar{\phi}$, as in the treatment of the hydrogenic radial functions by Armstrong. ${ }^{3}$ The basis functions used by Sannikov ${ }^{16}$ satisfy different equations owing to different normalization.

From (39), (40), and (4) one obtains the Rosen-Morse matrix elements of $\sinh x$ and of $\cosh x(d / d x)$; these operators play a basic role in Nieto and Simmons' definition of coherent states.
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Given two Bose-type quasilocal $C^{*}$-algebras $\mathscr{A}, \mathscr{B}$, their state spaces $E(\mathscr{A}), E(\mathscr{B})$, and a positive, unit preserving map $L: \mathscr{B} \rightarrow \mathscr{A}$, respecting the local structure of $\mathscr{A}$ and $\mathscr{B}$ $(\mathscr{A}, E(\mathscr{A}))$ is said to have $(\mathscr{P}, E(\mathscr{B}))$ as a local hidden theory via $L$ if for all states $\varphi$ in $E(\mathscr{A})$, $L * \varphi$ can be decomposed in $E(\mathscr{F})$ via a subcentral measure into states with pointwise strictly less dispersion than the dispersion of $\varphi$. After motivating this definition of local hidden theory it is shown that if, in addition, $L$ factorizes on disjoint local algebras, then $(\mathscr{F}, E(\mathscr{F})$ ) is not a local hidden theory of $(\mathscr{A}, E(\mathscr{A}))$ via $L$.

## I. INTRODUCTION

In this paper we prove a negative result on the following problem: Let $\mathscr{A}, \mathscr{B}$ and $E(\mathscr{A}), E(\mathscr{B})$ be two unital $C^{*}$ algebras and their state spaces, respectively, ${ }^{1}$ and let $L$ : $\mathscr{B} \rightarrow \mathscr{A}$ be a linear onto map that maps the unit of $\mathscr{B}$ into the unit of $\mathscr{A}$ and has the property $x \geqslant 0$ implies $L x \geqslant 0$. Such a map $L$ will be called a positive, unit preserving map and the set of all positive, unit preserving maps from $\mathscr{B}$ onto $\mathscr{A}$ will be denoted by $\mathscr{D}(\mathscr{B}, \mathscr{A})$. If $L \in \mathscr{D}(\mathscr{B}, \mathscr{A})$, then $\left(L^{*} \varphi\right)(x)=\varphi(L x), x \in \mathscr{B}$, defines a state $L^{*} \varphi$ over $\mathscr{B}$ for all states $\varphi$ in $E(\mathscr{A})$. The problem is under what conditions on $\mathscr{A}, \mathscr{B}$ and a positive map $L \in \mathscr{D}(\mathscr{B}, \mathscr{A})$ is it true that for every $\varphi$ in $E(\mathscr{A})$ we can find a positive, normalized (regular Borel) measure $\mu$ on the state space $E(\mathscr{B})$, with the help of which $L * \varphi$ can be obtained in the integral form

$$
\begin{equation*}
L^{*} \varphi(x)=\int \omega(x) d \mu(\omega) \tag{1}
\end{equation*}
$$

such that the dispersions of all the states occurring in the integration are strictly less than the dispersion of $\varphi$; more precisely: For all $\omega \in \operatorname{supp} \mu$ and all $x \in \mathscr{B}$ we have

$$
\begin{align*}
& \sigma_{\varphi}(L x)>\sigma_{\omega}(x), \quad \text { if } \sigma_{\varphi}(L x)>0  \tag{2}\\
& \sigma_{\varphi}(L x)=\sigma_{\omega}(x), \quad \text { if } \sigma_{\varphi}(L x)=0 \tag{3}
\end{align*}
$$

where $\quad \sigma_{\varphi}(L x)=\varphi\left((L x)^{2}\right)-(\varphi(L x))^{2} \quad$ and $\quad \sigma_{\omega}(x)$ $=\omega\left(x^{2}\right)-(\omega(x))^{2}$ are the dispersions defined in the usual way and $\operatorname{supp} \mu$ denotes the support set of $\mu$, which is the smallest closed set in $E(\mathscr{B})$ with $\mu$-measure equal to 1 .

This problem is a very natural generalization in operator algebraic framework of the problem known for a long time as the problem of hidden variables in quantum mechanics. Thus in the case when the decomposition described above can be given, we call the pair $(\mathscr{B}, E(\mathscr{B}))$ a hidden theory of $(\mathscr{A}, E(\mathscr{A}))$ via the hiding map $L$.

The original formulation of the hidden variable problem, which was given by von Neumann, can be phrased as follows: $\mathscr{A}$ equals to the $C^{*}$-algebra of the bounded linear operators $\mathscr{B}(\mathscr{H})$ on some Hilbert space $\mathscr{H}, \mathscr{A}=\mathscr{B}$, and $L$ is the identity map. Furthermore, as is well known, von Neumann demanded of the hidden states that they be dispersionfree, which was shown by him to be impossible under weak assumptions on $\mathscr{H}$. ${ }^{2}$

Later on, the problem was reformulated by Misra, who
investigated the problem without assuming $\mathscr{A}$ to be $\mathscr{B}(\mathscr{H})$ on some $\mathscr{H}$ but still keeping the requirement of the hidden states that they have zero dispersion on all observables, and also in his definition $\mathscr{A}=\mathscr{B}, L=$ identity. Misra proved that there is a nontrivial dispersion-free state in $E(\mathscr{A})$ if and only if $\mathscr{A}$ contains a nontrivial (closed) two-sided ideal $Z$ such that the quotient algebra $\mathscr{A} / Z$ is commutative, which implies that if $\mathscr{A}$ is simple (i.e., $\mathscr{A}$ does not contain a nontrivial two-sided ideal) then no state over $\mathscr{A}$ can be dispersionfree. ${ }^{3}$

However, it is natural to generalize the hidden variable problem in the way done above for two reasons at least. First, one may argue that it can never be decided on a physical basis whether a state is strictly dispersion-free or not because of the finite, nonzero, unavoidable error occurring in every real physical measurement; therefore all the hidden variable definitions formulated in terms of dispersion-free states are physically too strong and inaccessible for measurements. As one seeks for hidden variables in the hope of becoming able to decrease the uncertainty-expressed by the nonzero dis-persions-of the quantum mechanical states by finding the hidden states, the requirement that the latter have strictly less dispersions seems to be the weakest requirement one should insist on. Second, the assumption that both the quantum mechanical states to be decomposed into hidden states and also the hidden states themselves are defined over the same algebra is a very strong restriction, which is mathematically unnecessary and which is hard-if possible at all-to justify physically.

Some negative results on the problem were proved for rather general $\mathscr{A}, \mathscr{B}$, and $L$ in a previous paper. ${ }^{4}$ However, it is the problem of local hidden variables that has become the main subject of research since Bell's work. ${ }^{5}$ As the socalled quasilocal algebras were introduced into the field theory and statistical physics just in order to express the physical locality concept in a mathematically precise and treatable way, ${ }^{6}$ it is very natural to investigate the problem in the case where $\mathscr{A}, \mathscr{B}$ are quasilocal algebras and both $L$ and the averaging process [that is, the measure $\mu$ in (1) considered as a mathematical representative of some physical averaging process] respect the local structure of $\mathscr{A}$ and $\mathscr{B}$ in some appropriate sense (see the definition of local hidden theory below). Before giving and motivating these locality
definitions we first describe briefly those quasilocal algebras that our result applies to. For more general quasilocal algebras the reader is referred to our standard reference. ${ }^{1}$

## II. QUASILOCAL ALGEBRAS AND LOCAL HIDDEN THEORIES

Let $(I, \leqslant)$ be a directed set endowed with a relation 1 (called orthogonality) between pairs of elements of $I$ such that (1) if $\alpha_{1} \in I$, then there is an $\alpha_{2} \in I$ with $\alpha_{1} \perp \alpha_{2}$; (2) if $\alpha \leqslant \alpha_{1}$ and $\alpha_{1} \perp \alpha_{2}$, then $\alpha \perp \alpha_{2}$; and (3) if $\alpha \perp \alpha_{1}$ and $\alpha \perp \alpha_{2}$, then there is an $\alpha_{3} \in I$ such that $\alpha \perp \alpha_{3}$ and $\alpha_{1}, \alpha_{2} \leqslant \alpha_{3}$. Assume, furthermore, that $(I, \leqslant, 1)$ has the following properties: For each pair $\alpha_{1}, \alpha_{2} \in I$ there is an element (the least upper bound of $\alpha_{1}$ and $\alpha_{2}$ ) denoted by $\alpha_{1} \vee \alpha_{2}$ such that (4) $\alpha_{1} \leqslant \alpha_{1} \vee \alpha_{2}$, $\alpha_{2} \leqslant \alpha_{1} \vee \alpha_{2}$; and (5) if $\alpha_{1} \leqslant \alpha$ and $\alpha_{2} \leqslant \alpha$, then $\alpha_{1} \vee \alpha_{2} \leqslant \alpha$. For each pair $\alpha_{1}, \alpha_{2}$ there exists an $\alpha \perp \alpha_{1}$ such that $\alpha_{2} \leqslant \alpha_{1} \vee \alpha$.

A set $I$ having all these properties is called an index set. Typically $I$ consists of the open, bounded subsets of the configuration space $R^{d}$ ordered by inclusion and the orthogonality relation $\alpha_{1} \perp \alpha_{2}$ corresponds to the disjointness of $\alpha_{1}$ and $\alpha_{2}$.

The pair $\left(\mathscr{A},\left(\mathscr{A}_{\alpha}, \alpha \in I\right)\right)$ with an index set $I$ is called a (Bose-type) quasilocal algebra if $\mathscr{A}, \mathscr{A}_{\alpha}$ are unital $C^{*}$-algebras and the following four conditions are fulfilled: (1) If $\alpha_{1} \leqslant \alpha_{2}$, then $\mathscr{A}_{\alpha_{1}} \subset \mathscr{A}_{\alpha_{2}} ;$ (2) $\mathscr{A}$ equals to the norm closure of the union $\cup_{\alpha \in I} \mathscr{A}_{\alpha} ;$ (3) the local algebras $\mathscr{A}_{\alpha}$ and $\mathscr{A}$ have a common unit; and (4) $\left[A_{\alpha_{1}}, B_{\alpha_{2}}\right]=0$ for all $A_{\alpha_{1}} \in \mathscr{A}_{\alpha_{1}}$ and $B_{\alpha_{2}} \in \mathscr{A}_{\alpha_{2}}$ if $\alpha_{1} \perp \alpha_{2}$. We assume, in addition, that for each $\alpha \in \mathrm{I}$ there is a Hilbert space $\mathscr{H}_{\alpha}$ such that $\mathscr{A}_{\alpha}$ is isomorphic to $\mathscr{B}\left(\mathscr{H}_{\alpha}\right)$, the $C^{*}$-algebra of all bounded linear operators on $\mathscr{H}_{\alpha}$, and that $\mathscr{A}_{\alpha_{1}} \cup \mathscr{A}_{\alpha_{2}}$ generate $\mathscr{A}_{\alpha_{1} \vee \alpha_{2}}$ in the weak operator topology.

Definition: Let $\left(\mathscr{A},\left(\mathscr{A}_{\alpha}, \alpha \in \mathrm{I}\right)\right)$ and $\left(\mathscr{B},\left(\mathscr{B}_{\beta}, \beta \in J\right)\right)$ be two quasilocal algebras. A positive map $L$ from $\mathscr{B}$ onto $\mathscr{A}$ is called local if (1) the local algebras are mapped onto local algebras in such a way that (2) disjoint algebras are mapped onto disjoint algebras ${ }^{7}$ and (3) the restriction of $L$ to each local algebra is continuous in the ultraweak operator topology.

Definition: A local map $L$ is said to be locally factorizable if $L\left(A_{\beta_{1}} B_{\beta_{2}}\right)=L A_{\beta_{1}} L B_{\beta_{2}}$ whenever $A_{B_{1}}$ and $B_{\beta_{2}}$ belong to disjoint local algebras.

Besides the locality of the hiding map it is also necessary to request of $\mu$ some kind of locality property if the decomposition (1) via $\mu$ is thought to be more than a mere mathematical expression. To motivate the property $\mu$ should possess, let us first define the restriction maps $r_{\beta}: E(\mathscr{B}) \rightarrow E\left(\mathscr{B}_{\beta}\right)$, $\beta \in J$, by $\left(r_{\beta} \varphi\right)(x)=\varphi(x)\left(x \in \mathscr{B}_{\beta}\right)$. Here $r$ is known to be $w^{*}$-continuous, ${ }^{8}$ thus given a Borel subset $E_{\beta}$ of $E\left(\mathscr{B}_{\beta}\right)$, $r^{-1}\left(E_{\beta}\right) \subset E(\mathscr{Z})$ is the Borel set of states extending the states $\varphi$ in $E_{\beta}$ to the whole quasilocal algebra. Let $\delta 1 \beta$ and $E_{\delta} \subset E\left(\mathscr{B}_{\delta}\right)$ also be a Borel set. Then the Borel subset $G_{\beta}$ of $E(\mathscr{B})$ defined by

$$
G_{\beta}=r_{\beta}^{-1}\left(E_{\beta}\right) \backslash r_{\delta}^{-1}\left(E_{\delta}\right)
$$

consists of states over the quasilocal algebra $\mathscr{B}$ that extend the states in $E_{\beta}$ without extending any of the states in $E_{\delta}$. This means that no information about the local algebra $\mathscr{F}_{\delta}$
contained in $E_{\delta}$ can be obtained from $G_{\beta}$ and, similarly, the states in the accordingly defined $G_{\delta}$ "do not feel" those properties of the local algebra $\mathscr{B}_{\beta}$ (disjoint from $\mathscr{B}_{\delta}$ ) that are described by the states in $E_{\beta}$. The idea of physical locality demands of $\mu$ that it does not mix up the states in $G_{\beta}$ and $G_{\delta}$, in other words, the two positive functionals $\omega_{\beta}, \omega_{\delta}$ obtained by averaging via $\mu$ over $G_{\beta}$ and $G_{\delta}$, respectively,

$$
\omega_{\beta}=\int_{G_{\beta}} \omega d \mu(\omega), \quad \omega_{\delta}=\int_{G_{\delta}} \omega d \mu(\omega)
$$

should be independent.
A natural independence condition of positive linear functionals over $C^{*}$-algebras is their disjointness: Two positive functionals $\omega_{1}, \omega_{2}$ are disjoint if the two representations $\pi_{\omega_{1}}, \pi_{\omega_{2}}$ associated with $\omega_{1}$ and $\omega_{2}$ are disjoint, i.e., $\pi_{\omega_{1}}, \pi_{\omega_{2}}$ have no unitary equivalent subrepresentations. ${ }^{9}$

All this motivates the following definition: $\mu$ is said to be local if for two arbitrary disjoint Borel sets $E_{1}, E_{2}$ in $E(\mathscr{B})$ the two functionals $\omega_{1}=\int_{E_{1}} \omega d \mu(\omega)$ and $\omega_{2}$ $=\int_{E_{2}} \omega d \mu(\omega)$ are disjoint. Recall ${ }^{10}$ that a measure $\mu$ on $E(\mathscr{B})$ is called a subcentral measure if for arbitrary Borel set $E$ in $E(\mathscr{B}), \int_{E} \omega d \mu(\omega)$ and $\int_{E(\mathscr{G}) \backslash E} \omega d \mu(\omega)$, are disjoint. It is easily seen that if $\mu$ is subcentral then it also is local in the sense above (the converse is obvious). We sum up with the following definition: Given $(\mathscr{A}, E(\mathscr{A}))$ with a quasilocal algebra $\mathscr{A}$, a hidden theory $(\mathscr{B}, E(\mathscr{B}))$ of $(\mathscr{A}, E(\mathscr{A}))$ via $L$ is called a local hidden theory if $\mathscr{B}$ is a quasilocal algebra, $L$ is local, and for each $\varphi \in E(\mathscr{A})$ we can find a subcentral measure $\mu$ having the properties (1)-(3).

## III. A NEGATIVE RESULT

Before stating our result we recall a few facts that will be used in the proof of it.

A poositive map $L \in \mathscr{D}(\mathscr{B}, \mathscr{A})$ is a contraction, i.e., $\|L x\| \leqslant\|x\|$ for all $x$ and for a positive $L \in \mathscr{D}(\mathscr{B}, \mathscr{A})$ the generalized Cauchy-Schwarz inequality is valid ${ }^{11}$ : $L\left(x^{*} x\right)$ $\geqslant(L x)^{*} L x$ for all normal (and, therefore, also for all selfadjoint) $x$. A state $\varphi$ over the quasilocal algebra $\mathscr{A}$ is called locally normal if $\varphi$ is given by a density matrix $\rho_{\alpha}$ on each local algebra $\mathscr{A}_{\alpha}$. An arbitrary state $\varphi$ is called factor state if the von Neumann algebra $\pi_{\varphi}(\mathscr{A})^{\prime \prime}$ generated in the Gel'fand-Naimark-Segal (GNS) representation $\pi_{\varphi}$ induced by $\varphi$ is a factor, i.e., there are no nontrivial projectors in the center $\pi_{\varphi}(\mathscr{A})^{\prime \prime} \cap \pi_{\varphi}(\mathscr{A})^{\prime}$. Note that the set of locally normal factor states is nonempty by a straightforward argument, ${ }^{12}$ and a cluster-type characterization of locally normal factor states is known.

Theorem ${ }^{13}$ : The following two conditions are equivalent if $\varphi$ is a locally normal state: (1) $\varphi$ is a factor state; (2) given $\alpha_{1} \in \mathrm{I}$ and $\epsilon>0$ there exists an $\alpha^{\prime}$ such that

$$
\left|\varphi\left(A_{\alpha_{1}} B_{\alpha}\right)-\varphi\left(A_{\alpha_{1}}\right) \varphi\left(B_{\alpha}\right)\right| \leqslant \epsilon\left\|A_{\alpha_{1}}\right\|\left\|B_{\alpha}\right\|,
$$

for all $A_{\alpha_{1}} \in \mathscr{A}_{\alpha_{1}}$, all $B_{\alpha} \in \mathscr{A}_{\alpha}$, and all $\alpha \perp \alpha^{\prime}$.
We can now formulate the result.
Proposition: Let $\mathscr{A}$ and $\mathscr{B}$ be quasilocal algebras with $\mathscr{A}$ simple. ${ }^{14}$ Then $(\mathscr{B}, E(\mathscr{B}))$ is not a local hidden theory of $(\mathscr{A}, E(\mathscr{A})$ ) via a locally factorizable map $L$.

Proof: Assume that $(\mathscr{B}, E(\mathscr{B}))$ is a local hidden theory of $(\mathscr{A}, E(\mathscr{A}))$ via a locally factorizable map $L$ and let $\varphi \in E(\mathscr{A})$ be an arbitrary state. With $\mathscr{A}$ being simple, no
state over $\mathscr{A}$ can be dispersion-free by the cited result of Misra; thus there is a self-adjoint $x_{1} \in \mathscr{B}$ such that $\sigma_{\varphi}\left(L x_{1}\right)>0$. Integrating (2) with respect to $\mu$ we get

$$
\begin{equation*}
\varphi\left(\left(L x_{1}\right)^{2}-L x_{1}^{2}\right)>\varphi\left(L x_{1}\right)^{2}-\int_{E(\mathscr{A})} \omega\left(x_{1}\right)^{2} d \mu(\omega) \tag{4}
\end{equation*}
$$

The left-hand side of (4) is not greater than zero by the generalized Cauchy-Schwarz inequality for $L$; therefore if $\mu$ is the Dirac-or point measure concentrated at $L^{*} \varphi$-then (4) is a contradiction since the right-hand side of (4) equals zero in this case.

Let $\varphi$ now be a locally normal factor state over $\mathscr{A}$. By the locality of $L, L^{*} \varphi$ is a locally normal state over $\mathscr{B}$, which is also a factor state by the following argument. Assume that $L^{*} \varphi$ is not a factor state. Then by the theorem characterizing locally normal factor states there is a $\beta_{1} \in J$ and an $\epsilon>0$ such that for all $\beta \in J$ there is a $\beta_{2} \in J, \beta_{2} \perp \beta$, and there are $A_{\beta_{1}} \in \mathscr{B}_{\beta_{1}}$ and $B_{B_{2}} \in \mathscr{B}_{\beta_{2}}$ for which the following inequality holds:

$$
\begin{equation*}
\left|\varphi\left(L A_{\beta_{1}} B_{\beta_{2}}\right)-\varphi\left(L A_{B_{1}}\right) \varphi\left(L B_{\beta_{2}}\right)\right|>\epsilon\left\|A_{B_{1}}\right\|\left\|B_{B_{2}}\right\| . \tag{5}
\end{equation*}
$$

We may assume that $\beta_{1} \perp \beta_{2}$, for if this were not the case, then choosing $\beta_{3}=\beta_{1} \vee \beta_{2}$ and applying the theorem again with $\beta_{3}$ as $\beta$ we can find a $\beta_{2}^{\prime} 1 \beta_{3}$ such that (5) holds with some $B_{\beta_{2}^{\prime}} \in \mathscr{B}_{\beta_{2}^{\prime}}$. But then $\beta_{2}^{\prime}{ }_{2} \beta_{1}$ holds, too, by the properties of the index set $J$. Thus $A_{B_{1}}$ and $B_{\beta_{2}}$ can be chosen from disjoint local algebras, therefore, by the local factorizability of $L$ we get from (5)

$$
\begin{aligned}
& \left|\varphi\left(L A_{\beta_{1}} L B_{\beta_{2}}\right)-\varphi\left(L A_{B_{1}}\right) \varphi\left(L B_{\beta_{2}}\right)\right| \\
& \quad>\epsilon\left\|A_{\beta_{1}}\right\|\left\|B_{B_{2}}\right\|>\epsilon^{\prime}\left\|L A_{\beta_{1}}\right\|\left\|L B_{B_{2}}\right\|,
\end{aligned}
$$

with some $\epsilon^{\prime}>0$. This implies by the theorem and by the locality properties of $L$ that $\varphi$ is not a factor state.

Thus $L^{*} \varphi$ is a factor state, that is, $\pi_{L * \varphi}$ is a factor representation. Now let $\pi_{\mu}=\int_{E(\mathscr{G})}^{\oplus}, \pi_{\omega} d \mu(\omega)$ be the direct integral representation of $\mathscr{B}$ defined by $\mu$ in the usual way. ${ }^{15}$ Since $\mu$ is subcentral it also is orthogonal, ${ }^{16}$ which implies that $\pi_{\mu}=\pi_{L * \varphi}$ by the theorem of Effros, ${ }^{17}$ i.e., $\pi_{\mu}$ is a factor representation, too. The proof is complete by noting that the only subcentral measure that decomposes a factor representation is the Dirac measure. This can explicitly be shown as follows: The map $K_{\mu}: L^{\infty}(E(\mathscr{B}), \mu) \rightarrow \pi_{L^{*} \varphi}(\mathscr{B})^{\prime}$ defined by

$$
\left\langle\Omega_{L^{*},}, K_{\mu}(f) \pi_{L *_{\varphi}}(x) \Omega_{L * \varphi}\right\rangle=\int_{E(\mathscr{F})} f(\omega) \omega(x) d \mu(\omega)
$$

is a *-isomorphism by Tomita's theorem. ${ }^{18}$ If $\mu$ is not the Dirac measure, then supp $\mu$ contains at least two different points $\omega_{1}, \omega_{2}$, which can be separated by two Borel sets $E_{1}, E_{2}$, such that $0<\mu\left(E_{1}\right)<1$. Let $\chi_{E_{1}}$ be the characteristic function of $E_{1}$. Then $K_{\mu}\left(\chi_{E_{1}}\right)$ is a nontrivial projector in $\pi_{L *_{\varphi}}(\mathscr{B})^{\prime}$. Since $\mu$ is subcentral, $K_{\mu}\left(\chi_{E_{1}}\right)$ lies not only in $\pi_{L * \varphi}(\mathscr{B})^{\prime}$ but also in $\pi_{L * \varphi}(\mathscr{B})^{\prime \prime}$ by Proposition 4.2.9 of Ref. 1, i.e., $K_{\mu}\left(\chi_{E_{1}}\right)$ is a nontrivial central projector of the von Neumann algebra $\pi_{L{ }^{\circ}}(\mathscr{B}) "$, which is impossible since $\pi_{L * \varphi}$ is a factor representation.

## IV. CLOSING REMARKS

It is well known that one of the assumptions, the "locality" or "factorizability" as it was called later, ${ }^{19}$ which the derivation of Bell's inequalities for stochastic hidden variables was based on, has been criticized in the sense that it has been questioned whether it is a sufficient or even necessary condition of expressing physical locality for stochastic hidden variables. ${ }^{20}$ More recently strong arguments have been given in favor of independence of the factorizability from a very reasonable physical locality condition ${ }^{21}$; thus the problem of existence of stochastic local hidden variables has become in some sense open again and the proposition above may be a step ahead in clarifying the role of locality in the problem of hidden variables. The locality conditions in the definition of local hidden theory are quite natural; however, it would be desirable to know whether a proposition similar to the one proved here can be obtained without the assumption of local factorizability of $L$, which is less natural and which was motivated by the original factorizability property.

It would also be interesting to know whether $(\mathscr{A}, E(\mathscr{A}))$ has a local hidden theory $(\mathscr{P}, E(\mathscr{P}))$ via some $L$ in the case where $\mathscr{A}, \mathscr{B}$ are the more general quasilocal algebras of relativistic quantum field theory.
${ }^{1}$ For all the definitions and elementary facts in connection with the $C *$ algebra theory we refer to O. Bratteli and D. W. Robinson, Operator Algebras and Quantum Statistical Mechanics (Springer, Berlin, 1979), Vol. I, which will be used here as a standard reference.
${ }^{2}$ J. von Neumann, Mathematische Grundlagen der Quantenmechanik (Springer, Berlin, 1932).
${ }^{3}$ B. Misra, Nuovo Cimento A 47, 841 (1968).
${ }^{4}$ M. Rédei, "Non-existence of hidden variables in algebraic approach," Found. Phys. (to be published).
${ }^{5}$ J. S. Bell, Physics (NY) 1, 195 (1964); J. S. Bell, in the Proceedings of the International School of Physics, "Enrico Fermi" Course 49 (Academic, New York, 1971).
${ }^{6}$ G. Emch, Algebraic Methods in Statistical Mechanics and Quantum Field Theory (Wiley-Interscience, New York, 1972).
${ }^{\top}$ Two local algebras, $\mathscr{A}_{\alpha_{1}}$ and $\mathscr{A}_{\alpha_{2}}$, are called disjoint if $\alpha_{1} \perp \alpha_{2}$.
${ }^{8}$ See Ref. 1, p. 351.
${ }^{9}$ See Ref. 1, p. 362.
${ }^{10}$ See Ref. 1, p. 363.
${ }^{11}$ Proposition 3.2.4 in Ref. 1.
${ }^{12}$ The steps of proof of Proposition 2.3.24 in Ref. 1 can be repeated with obvious modifications.
${ }^{13}$ See Theorem 2.6.10 in Ref. 1.
${ }^{14}$ Note that the simplicity of $\mathscr{A}$ follows, e.g., if $\mathscr{H}_{\alpha}(\alpha \in \mathrm{I})$ is a separable, infinite dimensional Hilbert space. See Corollary 2.6.20 in Ref. 1.
${ }^{15}$ See Chap. 4.2.2 in Ref. 1.
${ }^{16}$ See Proposition 4.2.9 and Definition 4.1.20 in Ref. 1.
${ }^{17}$ See Theorem 4.4.9 in Ref. 1.
${ }^{18}$ See Proposition 4.1.22 in Ref. 1.
${ }^{19}$ A. Garuccio and F. Selleri, Lett. Nuovo Cimento 23, 555 (1978); see also Ref. 20. The term "factorizability" was particularly preferred by A. Fine (see Ref. 20).
${ }^{20}$ A. Fine, in Philosophy of Science Association 1980, edited by P. D. Asquith and R. Giere (Philosophy of Science Association, East Lansing, MI, 1981); see also A. Fine, Phys. Rev. Lett. 49, 1536 (1982).
${ }^{21}$ G. Hellmann, Synthese 53, 461 (1982).
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#### Abstract

Addition theorems for spherical wave solutions of the vector Helmholtz equation are discussed. The theorems allow one to expand a vector spherical wave about a given origin into spherical waves about a shifted origin. A simplified derivation of the results obtained earlier by Cruzan [O. R. Cruzan, Q. Appl. Math. 20, 33 (1962)] is presented.


## I. INTRODUCTION

In many physical problems it is necessary to expand a multipole wave centered about a given origin into mulipole waves centered about a shifted origin. In this article we consider the expansion of spherical wave solutions of the vector Helmholtz equation. These are the well-known L, M, and $\mathbf{N}$ waves of electromagnetic theory. ${ }^{1}$ The expansions are referred to as addition theorems since the expansion coefficients themselves satisfy the scalar wave equation.

Addition theorems for vector spherical waves have been found earlier by Stein ${ }^{2}$ and by Cruzan. ${ }^{3}$ They started from the addition theorem for scalar spherical waves, ${ }^{4}$ which is recalled in Sec. II of this article. The addition theorems for the $\mathbf{L}, \mathbf{M}$ and $\mathbf{N}$ waves are then derived by a tedious calculation in spherical coordinates. We sketch the procedure in Sec. III.

An independent derivation along the same lines for the special case when the origin is shifted in the $z$ direction was given by Langbein, ${ }^{5}$ who was led to a different form which is not related in an obvious manner to the results of Stein ${ }^{2}$ and Cruzan. ${ }^{3}$ Langbein's ${ }^{5}$ expansion was generalized to arbitrary directions of the shift vector by Gérardy and Ausloos. ${ }^{6}$ In the resulting form of the expansion the coefficients do not obviously satisfy the scalar wave equation. This makes the expansion of Ref. 6 less elegant and less satisfying from a theoretical point of view.

In Sec. IV of this article we show that addition theorems in the desired form may be derived straightforwardly and quickly from an extension of the scalar wave addition theorem to tensor multipole fields. The basic theorem was found by Danos and Maximon, ${ }^{7}$ who derived an addition theorem for tensor multipole fields by coupling unit tensors to both sides of the scalar equation and using known quantum mechanical angular momentum algebra. We refer to their article for an interesting review of the history of the problem.

In Sec. V we compare in some detail with Langbein's ${ }^{5}$ results. Throughout this article we adhere to the notation used by Edmonds. ${ }^{8}$

## II. SCALAR WAVE ADDITION THEOREMS

The scalar wave equation

$$
\begin{equation*}
\nabla^{2} \psi+k^{2} \psi=0 \tag{2.1}
\end{equation*}
$$

has spherical wave solutions

$$
\begin{equation*}
\Psi_{l m}(\mathbf{r})=j_{l}(k r) Y_{l m}(\theta, \varphi) \tag{2.2}
\end{equation*}
$$

where $j_{l}(k r)$ is a regular spherical Bessel function and $Y_{l m}(\theta, \varphi)$ is a spherical harmonic. We wish to expand the solution $\Psi_{l m}(r)$ into spherical waves centered about a shifted origin. The expansion yields the simplest wave addition theorem. We consider the three vectors $r, \rho$, and $r^{\prime}$ related by

$$
\begin{equation*}
\mathbf{r}=\boldsymbol{\rho}+\mathbf{r}^{\prime} \tag{2.3}
\end{equation*}
$$

and expand the corresponding plane-wave identity

$$
\begin{equation*}
e^{i k \cdot r}=e^{i k \cdot p} e^{n \cdot r^{\prime}} \tag{2.4}
\end{equation*}
$$

into spherical waves using ${ }^{9}$

$$
\begin{equation*}
e^{i \cdot \mathrm{r}}=4 \pi \sum_{l m} i^{l} \Psi_{l m}(\mathrm{r}) Y_{l m}^{*}\left(\theta_{k}, \varphi_{k}\right) \tag{2.5}
\end{equation*}
$$

Multiplying (2.4) by $Y_{l m}\left(\theta_{k}, \varphi_{k}\right)$ and integrating over the directions of $\mathbf{k}$ one obtains

$$
\begin{equation*}
\Psi_{l m}(\mathbf{r})=\sum_{l^{\prime} m^{\prime}} A_{l^{\prime} m^{\prime}}^{l m}(\mathbf{p}) \Psi_{l^{\prime} m^{\prime}}\left(\mathbf{r}^{\prime}\right), \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{l^{\prime}, m^{\prime}}^{l m}(\rho)=\sum_{\lambda \mu} c\left(\operatorname{lm}\left|l^{\prime} m^{\prime}\right| \lambda \mu\right) \Psi_{\lambda \mu}(\rho), \tag{2.7}
\end{equation*}
$$

with coefficients

$$
\begin{align*}
& c\left(\operatorname{lm}\left|l^{\prime} m^{\prime}\right| \lambda \mu\right) \\
& =\quad i^{l^{\prime}+\lambda-l}(-1)^{m}\left[4 \pi(2 l+1)\left(2 l^{\prime}+1\right)(2 \lambda+1)\right]^{1 / 2} \\
& \quad \times\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
l & l^{\prime} & \lambda \\
-m & m^{\prime} & \mu
\end{array}\right) \tag{2.8}
\end{align*}
$$

The coefficients arise as integrals of products of three spherical harmonics ${ }^{10}$ :

$$
\begin{equation*}
c\left(\operatorname{lm}\left|l^{\prime} m^{\prime}\right| \lambda \mu\right)=4 \pi i^{l^{\prime}+\lambda-l} \int Y_{l m} Y_{l^{\prime} m^{\prime}}^{*} Y_{\lambda \mu}^{*} d \Omega \tag{2.9}
\end{equation*}
$$

They are related to the coefficients in the expansion of a product of two associated Legendre functions:

$$
\begin{equation*}
P_{l}^{m^{\prime}} P_{\lambda}^{\mu}=\sum_{l} a\left(l^{\prime} m^{\prime}|\lambda \mu| l\right) P_{l}^{m^{\prime}+\mu} \tag{2.10}
\end{equation*}
$$

$\mathrm{by}^{3}$

$$
\begin{align*}
& c\left(\operatorname{lm}\left|l^{\prime} m^{\prime}\right| \lambda \mu\right) \\
& ==i^{l^{\prime}+\lambda-l\left[4 \pi \frac{\left(2 l^{\prime}+1\right)(2 \lambda+1)}{2 l+1}\right]^{1 / 2}} \\
& \quad \times\left[\frac{(l+m)!\left(l^{\prime}-m^{\prime}\right)!(\lambda-\mu)!}{(l-m)!\left(l^{\prime}+m^{\prime}\right)!(\lambda+\mu)!}\right]^{1 / 2} a\left(l^{\prime} m^{\prime}|\lambda \mu| l\right), \tag{2.11}
\end{align*}
$$

where $m=m^{\prime}+\mu$.
The addition theorem (2.6) may be generalized to singular solutions of the wave equation, which are the product of a singular spherical Bessel function and a spherical harmonic. In the following we generalize (2.2) to

$$
\begin{equation*}
\Psi_{l m}(\mathbf{r})=f_{l}(k r) Y_{l m}(\theta, \varphi), \tag{2.12}
\end{equation*}
$$

where $f_{l}(\zeta)$ is any of the spherical Bessel functions $j_{l}(\zeta)$, $y_{l}(\xi), h_{l}^{(1)}(\zeta)$, or $h_{l}^{(2)}(\zeta)$. The regular solution (2.2) will be distinguished by a superscript: $\Psi_{l m}^{+}(\mathbf{r})$. The generalization of (2.6) then reads ${ }^{7}$

$$
\begin{equation*}
\Psi_{l m}(\mathbf{r})=\sum_{\substack{l^{\prime} m^{\prime} \\ \lambda \mu}} c\left(l m\left|I^{\prime} m^{\prime}\right| \lambda \mu\right) \Psi_{l^{\prime} m^{\prime}}\left(\mathbf{r}_{>}\right) \Psi_{\lambda_{\mu}}^{+}\left(\mathbf{r}_{<}\right), \tag{2.13}
\end{equation*}
$$

where $r_{<}$is the smaller and $r_{>}$is the larger of $\rho$ and $r^{\prime}$. It is understood that $\Psi_{l m}(\mathbf{r})$ and $\Psi_{l^{\prime} m^{\prime}}\left(\mathbf{r}_{>}\right)$contain spherical Bessel functions of the same type. Clearly, the expansion (2.13) may be written in two ways. We may either write

$$
\begin{equation*}
\Psi_{l m}(\mathbf{r})=\sum_{l^{\prime} m^{\prime}} A_{l^{\prime} m^{\prime}}^{l m+}\left(\mathbf{r}_{<}\right) \Psi_{l^{\prime} m^{\prime}}\left(\mathbf{r}_{>}\right), \tag{2.14}
\end{equation*}
$$

or

$$
\begin{equation*}
\Psi_{l m}(\mathbf{r})=\sum_{l^{\prime} m^{\prime}} A_{l^{\prime} m^{\prime}}^{l m}\left(\mathbf{r}_{>}\right) \Psi_{l^{\prime} m^{\prime}}^{+}\left(\mathbf{r}_{<}\right), \tag{2.15}
\end{equation*}
$$

where we have used the symmetry of the coefficients $c\left(l m\left|l^{\prime} m^{\prime}\right| \lambda \mu\right)$ in the pairs ( $l^{\prime} m^{\prime}$ ) and ( $\lambda \mu$ ) which follows from (2.9).

## III. VECTOR WAVE ADDITION THEOREMS

The vector wave equation

$$
\begin{equation*}
\nabla^{2} \mathbf{E}+k^{2} \mathbf{E}=0 \tag{3.1}
\end{equation*}
$$

has spherical wave solutions that may be derived from scalar potentials which are solutions of the scalar wave equation. Thus one finds the three vector spherical waves ${ }^{1}$

$$
\begin{align*}
& \mathbf{L}_{J M}(\mathbf{r})=k^{-1} \nabla \Psi_{J M}(\mathbf{r}), \\
& \mathbf{M}_{J M}(\mathbf{r})=\nabla \times\left(\mathbf{r} \Psi_{J M}(\mathbf{r})\right)  \tag{3.2}\\
& \mathbf{N}_{J M}(\mathbf{r})=k^{-1} \nabla \times\left[\nabla \times\left(\mathbf{r} \Psi_{J M}(\mathbf{r})\right)\right]
\end{align*}
$$

The $L$ wave is longitudinal and the $M$ and $N$ waves are transverse. The latter are related by

$$
\begin{equation*}
\mathbf{M}_{J M}=k^{-1} \nabla \times \mathbf{N}_{J M}, \quad \mathbf{N}_{J M}=k^{-1} \nabla \times \mathbf{M}_{J M} \tag{3.3}
\end{equation*}
$$

More explicitly, the solutions may be written as

$$
\begin{align*}
\mathbf{L}_{J M}(\mathbf{r})= & {[1 /(2 J+1)] f_{J-1}(k r) \mathbf{A}_{J M}(\theta, \varphi) } \\
& +[1 /(2 J+1)] f_{J+1}(k r) \mathbf{B}_{J M}(\theta, \varphi) \\
\mathbf{M}_{J M}(\mathbf{r})= & f_{j}(k r) \mathbf{C}_{J M}(\theta, \varphi) \tag{3.4}
\end{align*}
$$

$$
\begin{aligned}
\mathbf{N}_{J M}(\mathbf{r})= & {[(J+1) /(2 J+1)] f_{J-1}(k r) \mathbf{A}_{J M}(\theta, \varphi) } \\
& -[J /(2 J+1)] f_{J+1}(k r) \mathbf{B}_{J M}(\theta, \varphi),
\end{aligned}
$$

where the vector spherical harmonics are given by

$$
\begin{align*}
& \mathbf{A}_{J M}=J Y_{J M} \mathbf{e}_{r}+\frac{\partial Y_{J M}}{\partial \theta} \mathbf{e}_{\theta}+\frac{1}{\sin \theta} \frac{\partial Y_{J M}}{\partial \varphi} \mathbf{e}_{\varphi}, \\
& \mathbf{B}_{J M}=-(J+1) Y_{J M} \mathbf{e}_{r}+\frac{\partial Y_{J M}}{\partial \theta} \mathbf{e}_{\theta}+\frac{1}{\sin \theta} \frac{\partial Y_{J M}}{\partial \varphi} \mathbf{e}_{\varphi}, \\
& \mathbf{C}_{J M}=\frac{1}{\sin \theta} \frac{\partial Y_{J M}}{\partial \varphi} \mathbf{e}_{\theta}-\frac{\partial Y_{J M}}{\partial \theta} \mathbf{e}_{\varphi} . \tag{3.5}
\end{align*}
$$

The latter are related to the normalized vector spherical harmonics defined by Edmonds ${ }^{11}$ by

$$
\begin{align*}
& \mathbf{A}_{J M}=\sqrt{J(2 J+1)} \mathbf{Y}_{J, J-1, M} \\
& \mathbf{B}_{J M}=\sqrt{(J+1)(2 J+1)} \mathbf{Y}_{J, J+1, M}  \tag{3.6}\\
& \mathbf{C}_{J M}=-i \sqrt{J(J+1)} \mathbf{Y}_{J J M} .
\end{align*}
$$

The angular momentum operator for the vector waves is $\mathbf{J}=\mathbf{L}+\mathbf{S}$, where $\mathbf{L}=-i \mathbf{r} \times \nabla$ and $\mathbf{S}$ is the spin operator for spin 1. The vector spherical waves (3.4) are eigenfunctions of $J^{2}$ with eigenvalue $J(J+1)$ and eigenfunctions of $J_{z}$ with eigenvalue $M$.

By applying the operator $k^{-1} \nabla_{>}$to (2.14) and noting that $\mathbf{r}=\mathbf{r}_{<}+\mathbf{r}_{>}$, one finds the addition theorem

$$
\begin{equation*}
\mathbf{L}_{J M}(\mathbf{r})=\sum_{J^{\prime} M^{\prime}} A_{J^{\prime} M^{\prime}}^{J M+}\left(\mathbf{r}_{<}\right) \mathbf{L}_{J^{\prime} M^{\prime}}\left(\mathbf{r}_{>}\right) \tag{3.7}
\end{equation*}
$$

In the same manner, by applying the operator $k^{-1} \nabla_{<}$to (2.15), one finds

$$
\begin{equation*}
\mathbf{L}_{J M}(\mathbf{r})=\sum_{J^{\prime} M^{\prime}} A_{J^{\prime} M^{\prime}}^{J M}\left(\mathbf{r}_{>}\right) \mathbf{L}_{J^{\prime} M^{\prime}}^{+}\left(\mathbf{r}_{<}\right) \tag{3.8}
\end{equation*}
$$

A similar method may be used for the derivation of addition theorems for the $\mathbf{M}$ and $\mathbf{N}$ spherical waves. One starts from the definition of $\mathbf{M}_{J M}(\mathbf{r})$ in (3.2) and applies either the operator $\nabla_{>} X\left(r\right.$ to (2.14) or the operator $\nabla_{<} X(\mathbf{r}$ to (2.15). These procedures each yield an addition theorem for $\mathbf{M}_{J M}(\mathbf{r})$. The addition theorems for $\mathbf{N}_{J M}(\mathbf{r})$ then follow from (3.3). The first procedure leads to

$$
\begin{align*}
\mathbf{M}_{J M}(\mathbf{r})= & \sum_{J^{\prime} M^{\prime}}\left[F_{J^{\prime} M^{\prime}}^{J M+}\left(\mathbf{r}_{<}\right) \mathbf{M}_{J^{\prime} M^{\prime}}\left(\mathbf{r}_{>}\right)\right. \\
& \left.+G_{J^{\prime} M^{\prime}}^{J M+}\left(\mathbf{r}_{<}\right) \mathbf{N}_{J^{\prime} M^{\prime}}\left(\mathbf{r}_{>}\right)\right] \\
\mathbf{N}_{J M}(\mathbf{r})= & \sum_{J^{\prime} M^{\prime}}\left[G_{J^{\prime} M^{\prime}}^{J M+}\left(\mathbf{r}_{<}\right) \mathbf{M}_{J^{\prime} M^{\prime}}\left(\mathbf{r}_{>}\right)\right.  \tag{3.9}\\
& \left.+F_{J^{\prime} M^{\prime}}^{J M^{+}}\left(\mathbf{r}_{<}\right) \mathbf{N}_{J^{\prime} M^{\prime}}\left(\mathbf{r}_{>}\right)\right]
\end{align*}
$$

The second procedure yields

$$
\begin{align*}
\mathbf{M}_{J M}(\mathbf{r})= & \sum_{J^{\prime} M}\left[F_{J^{\prime} M^{\prime}}^{J M}\left(\mathbf{r}_{>}\right) \mathbf{M}_{J^{\prime} M^{\prime}}^{+}\left(\mathbf{r}_{<}\right)\right. \\
& \left.+G_{J^{\prime} M^{\prime}}^{J M}\left(\mathbf{r}_{>}\right) \mathbf{N}_{J^{\prime} M^{\prime}}^{+}\left(\mathbf{r}_{<}\right)\right]  \tag{3.10}\\
\mathbf{N}_{J M}(\mathbf{r})= & \sum_{J^{\prime} M^{\prime}}\left[G_{J^{\prime} M^{\prime}}^{J M}\left(\mathbf{r}_{>}\right) \mathbf{M}_{J^{\prime} M^{\prime}}^{+}\left(\mathbf{r}_{<}\right)\right. \\
& \left.+F_{J^{\prime} M^{\prime}}^{J M}\left(\mathbf{r}_{>}\right) \mathbf{N}_{J^{\prime} M^{\prime}}^{+}\left(\mathbf{r}_{<}\right)\right]
\end{align*}
$$

Explicit expressions for the coefficient functions $F_{J^{\prime} M^{\prime}}^{M^{\prime}}(\mathbf{p})$
and $G_{J^{\prime} M^{\prime}}^{J M}(\rho)$ may be found by a tedious calculation in spherical coordinates. The calculation was first performed by Stein ${ }^{2}$ and by Cruzan. ${ }^{3}$ An independent derivation for the case where $\rho$ points in the $z$ direction was given by Langbein. ${ }^{5}$ Cruzan's ${ }^{3}$ result for the coefficient function $F_{J^{\prime} M}^{J M}$, $\rho$ ) may be written as

$$
\begin{equation*}
F_{J^{\prime} M^{\prime}}^{J M}(\rho)=\sum_{\lambda \mu} f\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right) \Psi_{\lambda \mu}(\rho) \tag{3.11}
\end{equation*}
$$

and his coefficients $f\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right)$ may be cast in the form

$$
\begin{align*}
f\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right)= & \frac{J(J+1)+J^{\prime}\left(J^{\prime}+1\right)-\lambda(\lambda+1)}{2 J^{\prime}\left(J^{\prime}+1\right)} \\
& \times c\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right) . \tag{3.12}
\end{align*}
$$

Similarly, the coefficient function $G_{J^{\prime} M^{\prime}}^{J M}(p)$ may be written in the form

$$
\begin{equation*}
G_{J^{\prime} M^{\prime}}^{J M}(\rho)=\sum_{\lambda \mu} g\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right) \Psi_{\lambda \mu}(\rho) \tag{3.13}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
g\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right)=\frac{\left[\left(J+J^{\prime}-\lambda\right)\left(J+\lambda-J^{\prime}\right)\left(\lambda+J^{\prime}+J+1\right)\left(\lambda+J^{\prime}-J+1\right)\right]^{1 / 2}}{2 J^{\prime}\left(J^{\prime}+1\right)} d\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right) \tag{3.14}
\end{equation*}
$$

where, in analogy to (2.8), the coefficients $d\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right)$ are given by
$d\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right)$

$$
\begin{align*}
= & i^{\prime}+\lambda-J(-1)^{M+1} \\
& \times\left[4 \pi(2 J+1)\left(2 J^{\prime}+1\right)(2 \lambda+1)\right]^{1 / 2} \\
& \times\left(\begin{array}{ccc}
J-1 & J^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
J & J^{\prime} & \lambda \\
-M & M^{\prime} & \mu
\end{array}\right) . \tag{3.15}
\end{align*}
$$

Using Edmonds ${ }^{8}$ relation (3.7.16) one sees that (3.14) differs in sign from Cruzan's ${ }^{3}$ result. The sign error in Cruzan's result was also noted by other authors. ${ }^{12,13}$

The derivation of the results (3.9) and (3.10) following the method outlined above is lengthy and tedious. In Sec. IV we show how these results may be derived more quickly and more elegantly.

## IV. IMPROVED DERIVATION

An improved derivation of the addition theorems for vector spherical waves may be based on the generalization of the scalar addition theorem (2.13) to tensor multipole fields as presented by Danos and Maximon. ${ }^{7}$ Tensor wave fields are defined by coupling unit tensors to the scalar fields, for example,

$$
\begin{align*}
\Psi_{I S M}^{[J]}(\mathbf{r}) & =f_{l}(k r) \sum_{m^{\prime} S}\left(l m^{\prime} S s^{\prime} \mid l S J M\right) Y_{l m^{\prime}}(\theta, \varphi) \hat{\mathbf{e}}_{S^{\prime}}^{[S]} \\
& =f_{l}(k r)\left[\mathbf{Y}^{[l]}(\hat{\mathbf{r}}) \times \hat{\mathrm{e}}^{[S]}\right]_{M}^{[J]} \tag{4.1}
\end{align*}
$$

in the notation of Fano and Racah. ${ }^{14}$ By coupling unit tensors to both sides of the scalar addition theorem (2.13), one finds

$$
\begin{align*}
\Psi_{i S M}^{[J]}(\mathbf{r})= & \sum_{\substack{T^{\prime} M^{\prime}}} c^{[S]}\left(J l M\left|J^{\prime} l^{\prime} M^{\prime}\right| \lambda \mu\right) \\
& \times \Psi_{l^{\prime} S M}^{\left[J^{\prime}\right]},\left(\mathbf{r}_{>}\right) \Psi_{\lambda \mu}^{+}\left(\mathbf{r}_{<}\right) \tag{4.2}
\end{align*}
$$

with coefficients

$$
\begin{align*}
& c^{[S]}\left(J l M\left|J^{\prime} l^{\prime} M^{\prime}\right| \lambda \mu\right) \\
&= i^{l^{\prime}+\lambda-l^{\prime}(-1)^{S-M}} \\
& \times\left[4 \pi(2 J+1)(2 l+1)\left(2 J^{\prime}+1\right)\right. \\
&\left.\times\left(2 l^{\prime}+1\right)(2 \lambda+1)\right]^{1 / 2} \\
& \times\left(\begin{array}{lll}
l & l^{\prime} & \lambda \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
J & J^{\prime} & \lambda \\
-M & M^{\prime} & \mu
\end{array}\right)\left(\begin{array}{lll}
\lambda & J^{\prime} & J \\
S & l & l^{\prime}
\end{array}\right\} \tag{4.3}
\end{align*}
$$

(we have corrected the prefactor given by Danos and Maximon $^{7}$ ). An alternative generalization of (2.13) is

$$
\begin{align*}
\Psi_{l S M}^{[J]}(\mathbf{r})= & \sum_{\substack{T^{\prime} M^{\prime} \\
\lambda \mu}} c^{[S]}\left(J l M\left|J^{\prime} l^{\prime} M^{\prime}\right| \lambda \mu\right) \\
& \times \Psi_{l^{\prime} S M^{\prime}}^{\left[J^{\prime}\right]+}\left(\mathbf{r}_{<}\right) \Psi_{\lambda \mu}\left(\mathbf{r}_{>}\right) \tag{4.4}
\end{align*}
$$

For $S=1$ the definition (4.1) becomes

$$
\begin{equation*}
\boldsymbol{\Psi}_{l M}^{[J]}(\mathbf{r}) \equiv \boldsymbol{\Psi}_{J M}(\mathbf{r})=f_{l}(k r) \mathbf{Y}_{J M}(\theta, \varphi) \tag{4.5}
\end{equation*}
$$

and (4.4) becomes

$$
\begin{align*}
\Psi_{J I M}(\mathbf{r})= & \sum_{\substack{J^{\prime} l^{\prime} \boldsymbol{N}^{\prime} \\
\lambda \mu}} c^{[1]}\left(J l M\left|J^{\prime} l^{\prime} M^{\prime}\right| \lambda \mu\right) \\
& \times \Psi_{J^{\prime} l^{\prime} M^{\prime}}^{+}\left(\mathbf{r}_{<}\right) \Psi_{\lambda \mu}\left(\mathbf{r}_{>}\right) \tag{4.6}
\end{align*}
$$

Here the orbital quantum numbers $l$ and $l^{\prime}$ can take the values $J-1, J, J+1$ and $J^{\prime}-1, J^{\prime}, J^{\prime}+1$, respectively. It is clear from (3.4), (3.6), and (4.5) that $\Psi_{J M}(\mathbf{r})$ is just a linear combination of $\mathrm{L}_{J M}(\mathbf{r}), \mathbf{M}_{J M}(\mathbf{r})$, and $\mathbf{N}_{J_{M}}(\mathbf{r})$ waves. The addition theorems (3.8) and (3.10) therefore follow from (4.6) by simple operations with $3 \times 3$ matrices. We recall that the symmetry properties embodied in the form of the addition theorems (3.8) and (3.10) are due to the vector field relations (3.2) and (3.3). We may use these symmetry properties to simplify the expressions for the coefficients. Thus we find for the coefficient function $F_{J^{\prime} M^{\prime}}^{J M}(\rho)$,

$$
\begin{align*}
F_{J^{\prime} M^{\prime}}^{J M}(p)= & {\left[\frac{J(J+1)}{J^{\prime}\left(J^{\prime}+1\right)}\right]^{1 / 2} } \\
& \times \sum_{\lambda_{\mu}} c^{[1]}\left(J J M\left|J^{\prime} J^{\prime} M^{\prime}\right| \lambda \mu\right) \Psi_{\lambda \mu}(\rho) \tag{4.7}
\end{align*}
$$

and for the coefficient function $G_{J^{\prime} M^{\prime}}^{J M}(\rho)$,

$$
\begin{align*}
G_{J^{\prime} M^{\prime}}^{J M}(\rho)= & i\left[\frac{J(2 J+1)}{J^{\prime}\left(J^{\prime}+1\right)}\right]^{1 / 2} \\
& \times \sum_{\lambda \mu} c^{[1]}\left(J, J-1, M\left|J^{\prime} J^{\prime} M^{\prime}\right| \lambda \mu\right) \Psi_{\lambda \mu}(\rho) \tag{4.8}
\end{align*}
$$

Substituting (4.3) for $S=1$ and using expressions for the Wigner $6 j$ symbols given by Edmonds, ${ }^{15}$ we hence obtain the expressions (3.11) and (3.13).

## v. DISCUSSION

An important feature of the addition theorems (3.9) and (3.10) is that the coefficient functions $F_{J^{\prime} M^{\prime}}^{J^{\prime}}(\rho)$ and $G_{J^{\prime} M}^{J M}(\rho)$ themselves are solutions of the scalar wave equation. Langbein ${ }^{5}$ has derived an addition theorem for vector spherical waves for the special case where $p$ is directed along the $z$ axis. His result (5.36) is of the form (3.10), with

$$
\begin{align*}
& F_{J^{\prime} M^{\prime}}^{M M}\left(-a \mathrm{e}_{z}\right)=f_{J J^{\prime}}^{M} V_{J J^{\prime}}^{M *}(k a) \delta_{M M^{\prime}},  \tag{5.1}\\
& G_{J^{\prime} M^{\prime}}^{J M}\left(-a \mathrm{e}_{z}\right)=f_{J J^{\prime}}^{M} W_{J J^{\prime}}^{M *}(k a) \delta_{M M^{\prime}},
\end{align*}
$$

with coefficients

$$
\begin{align*}
F_{J J}^{M}= & (-1)^{J+M} \\
& \times\left[(2 J+1)\left(2 J^{\prime}+1\right) \frac{(J-M)!}{(J+M)!} \frac{\left(J^{\prime}-M\right)!}{\left(J^{\prime}+M\right)!}\right]^{1 / 2} \tag{5.2}
\end{align*}
$$

and functions

$$
\begin{align*}
V_{J J^{\prime}}^{M}(\xi)= & U_{J J^{\prime}}^{M}(\xi)-\left\{\left(J^{\prime}-M+1\right)\right. \\
& {\left.\left[\left(J^{\prime}+1\right)(2 J+1)\right]\right\} \xi U_{J, J^{\prime}+1}^{M}(\xi) } \\
& -\left\{\left(J^{\prime}+M\right) /\left[J^{\prime}\left(2 J^{\prime}+1\right)\right]\right\} \xi U_{J, J^{\prime}-1}^{M}(\xi), \\
W_{J,}^{M}(\xi)= & i M\left[J^{\prime}\left(J^{\prime}+1\right)\right]^{-1} \xi U_{J J^{\prime}}^{M}(\xi),  \tag{5.3}\\
& \operatorname{with} U_{J J^{\prime}}^{M}=U_{J^{\prime} J}^{M} \text { and for } J \leqslant J^{\prime}, \\
U_{J J^{\prime}}^{M}(\xi)= & \left(\frac{2}{\xi}\right)^{M J^{\prime}-M}(-1)^{v} \\
& \times \frac{\Gamma\left(J-v+\frac{1}{2}\right) \Gamma\left(J^{\prime}-v+\frac{1}{2}\right) \Gamma\left(M+v+\frac{1}{2}\right)}{\Gamma\left(J+J^{\prime}-M-v+\frac{3}{2}\right) \Gamma\left(M+\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right)} \\
& \times \frac{\left(J+J^{\prime}-v\right)!}{(J-M-v)!\left(J^{\prime}-M-v\right)!v!} \\
& \times\left(J+J^{\prime}-M-2 v+\frac{1}{2}\right) f_{J+J^{\prime}-M-2 v}(\xi) . \tag{5.4}
\end{align*}
$$

(We note that the functions $V$ and $W$ employed by Gérardy and Ausloos ${ }^{6}$ are slightly different.)

Langbein's functions $U_{J J}^{M}$, ( $\zeta$ ) are defined from his version of the scalar wave addition theorem. Comparing his Eq. (5.34) with (2.15) for $\rho=-a e_{z}$ we obtain

$$
\begin{align*}
U_{J J^{\prime}}^{M}(\xi)= & {\left[f_{J J^{\prime}}^{M}\right]^{-1} \sum_{\lambda}(-1)^{\lambda}\left(\frac{2 \lambda+1}{4 \pi}\right)^{1 / 2} } \\
& \times c\left(J M\left|J^{\prime} M\right| \lambda 0\right) f_{\lambda}(\xi) . \tag{5.5}
\end{align*}
$$

Cruzan's relations (16) and (19), when specialized to
$p=-a e_{z}$, agree with (5.1) and (5.3) when (2.11) and the above expression (5.5) for $U_{J J}^{M}(\zeta)$ is used [except for the opposite sign in the function $W_{J J}^{M}$, ( $\left.\left.\zeta\right)\right]$. From (3.11) and (3.12) we find by specializing to $\rho=-a \mathrm{e}_{z}$,

$$
\begin{align*}
V_{J J^{\prime}}^{M}(\zeta)= & {\left[f_{J J^{\prime}}^{M}\right]^{-1} \sum_{\lambda}(-1)^{\lambda}\left[\frac{2 \lambda+1}{4 \pi}\right]^{1 / 2} } \\
& \times f\left(J M\left|J^{\prime} M\right| \lambda 0\right) f_{\lambda}(\xi) \tag{5.6}
\end{align*}
$$

with $f_{J J^{\prime}}^{M}$, defined by (5.2) and $f\left(J M\left|J^{\prime} M^{\prime}\right| \lambda \mu\right)$ defined by (3.12).

The validity of (5.5) may be proven directly from (5.4). One first proves the identity for $M=J$ and then uses the recursion relation (40) derived by Gérardy and Ausloos ${ }^{6}$ to obtain the relation for general values of $M$. Similarly it should be possible to show (5.6) directly from (5.3). The derivation of (5.5) and (5.6) from the addition theorem is more straightforward.

For general directions of the connecting vector $\rho$ the coefficient functions appearing in the addition theorems (3.9) and (3.10) have the desirable property that they are solutions of the scalar wave equation. Gérardy and Ausloos ${ }^{6}$ have generalized Langbein's ${ }^{5}$ addition theorem to arbitrary direction of $\rho$ by performing a rotation of axes. This more general form is complicated and it is not evident that the coefficient functions satisfy the scalar wave equation.

In conclusion, we note that the addition theorems (3.7)-(3.10) may be used to derive similar theorems for the solutions of the equations of linearized hydrodynamics ${ }^{16}$ and elasticity. ${ }^{17}$
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The Schrödinger equation with a class of parabolic potentials has been studied. A constant of motion related to angular momentum has been calculated. It has been shown that the scattering states for these potentials can be defined only in some special cases. The Hartmann potential and the Aharonov-Bohm potential are studied as special cases.

## I. INTRODUCTION

The study of exact solutions of the Schrödinger equation with a noncentral potential is of considerable interest. The case of a two-center potential is a typical example. The potential has been used to study the scattering of low-energy electrons from a homonuclear diatomic molecule. The problem involves a potential that may be written in prolate spheroidal coordinates as ${ }^{1}$

$$
\begin{equation*}
V(\xi, \eta, \varphi)=[U(\xi)+W(\eta)] /\left(\xi^{2}-\eta^{2}\right) \tag{1.1}
\end{equation*}
$$

for which the Schrödinger equation is separable. Although angular momentum is not conserved in this potential, one can determine an operator ${ }^{2}$

$$
\mathscr{L}=L^{2}+\Omega(\xi, \eta)
$$

with

$$
\begin{equation*}
\Omega=\frac{\left(\xi^{2}-1\right) W(\eta)-\left(1-\eta^{2}\right) U(\xi)}{\xi^{2}-\eta^{2}} \tag{1.2}
\end{equation*}
$$

which is conserved. It may be interesting to look for a similar case in other coordinate systems. We present here a similar case with parabolic coordinates

$$
\begin{equation*}
\xi=r-Z, \quad \eta=r+Z, \quad \varphi=\varphi \tag{1.3}
\end{equation*}
$$

We note that in terms of these coordinates,

$$
\begin{align*}
\nabla^{2}= & \frac{4}{\xi+\eta}\left[\frac{\partial}{\partial \xi}\left(\xi \frac{\partial}{\partial \xi}\right)+\frac{\partial}{\partial \eta}\left(\eta \frac{\partial}{\partial \eta}\right)\right]+\frac{1}{\xi \eta} \frac{\partial^{2}}{\partial \varphi^{2}} \\
L^{2}= & -\hbar^{2}\left[(\eta-\xi)\left(\frac{\partial}{\partial \xi}-\frac{\partial}{\partial \eta}\right)+\eta \xi\left(\frac{\partial}{\partial \xi}-\frac{\partial}{\partial \eta}\right)^{2}\right. \\
& \left.+\frac{(\eta+\xi)^{2}}{4 \eta \xi} \frac{\partial^{2}}{\partial \phi^{2}}\right] \tag{1.4}
\end{align*}
$$

We assume that $\Omega \equiv \Omega(\xi, \eta)$. The condition

$$
\begin{equation*}
[H, \mathscr{L}] \equiv\left[H_{0}+V(\xi, \eta), L^{2}+\Omega(\xi+\eta)\right]=0 \tag{1.5}
\end{equation*}
$$ gives

$$
\begin{equation*}
\left[H_{0}, \Omega\right]-\left[L^{2}, V\right]=0, \quad H_{0}=-\frac{\hbar^{2}}{2 M} \nabla^{2} \tag{1.6}
\end{equation*}
$$

Considering a separable form of the parabolic potential

$$
U(\xi, \eta)=[2 u(\xi)+2 w(\eta)] /(\xi+\eta)
$$

we get from (1.6),

$$
\begin{align*}
& {\left[\frac{2}{M}\left\{\xi \frac{2 \Omega(\eta, \xi)}{\partial \xi}\right\}-2 \eta \xi\left\{w^{\prime}(\xi)-u^{\prime}(\eta)\right\}\right] \frac{\partial}{\partial \xi}+\left[\frac{2}{M}\left\{\frac{\eta \partial \Omega(\eta, \xi)}{\partial \eta}\right\}+2 \eta \xi\left\{w^{\prime}(\xi)-u^{\prime}(\eta)\right\}\right] \frac{\partial}{\partial \eta}} \\
& \quad+\left[\frac{1}{M}\left\{\xi \frac{\partial^{2} \Omega(\eta, \xi)}{\partial \xi^{2}}+\eta \frac{\partial^{2} \Omega(\eta, \xi)}{\partial \eta^{2}}\right\}-\eta \xi\left\{w^{\prime \prime}(\xi)+u^{\prime \prime}(\eta)\right\}\right] \\
& \quad+\left[\frac{1}{M}\left\{\frac{\partial \Omega(\eta, \xi)}{\partial \xi}+\frac{\partial \Omega(\eta, \xi)}{\partial \eta}\right\}-(\eta-\xi)\left\{w^{\prime}(\xi)-u^{\prime}(\eta)\right\}\right]=0 \tag{1.7}
\end{align*}
$$

The condition can be satisfied with the choice

$$
\begin{align*}
& \frac{1}{M}\left[\xi \frac{\partial \Omega(\eta, \xi)}{\partial \xi}\right] \\
& \quad=-\frac{1}{M}\left[\eta \frac{\partial \Omega(\eta, \xi)}{\partial \eta}\right]=\eta \xi\left[w^{\prime}(\xi)-u^{\prime}(\eta)\right] \tag{1.8}
\end{align*}
$$

which implies

$$
\begin{equation*}
w^{\prime}(\xi)+\frac{1}{2} \xi w^{\prime \prime}(\xi)=u^{\prime}(\eta)+\frac{1}{2} \eta u^{\prime \prime}(\eta)=-K \tag{1.9}
\end{equation*}
$$

The solutions are given by

$$
\begin{equation*}
w=-C_{1} / \xi-K \xi, \quad u=-C_{2} / \eta-K \eta \tag{1.10}
\end{equation*}
$$

giving for the potential

[^5]\[

$$
\begin{equation*}
V=-2\left(C_{2} \xi+C_{1} \eta\right) / \eta \xi(\xi+\eta) \tag{1.11}
\end{equation*}
$$

\]

where $V=U+2 K$. Again, from (1.8) and (1.10), we have

$$
\begin{equation*}
\frac{1}{M} \Omega(\eta, \xi)=-\left(\frac{C_{1} \eta}{\xi}+\frac{C_{2} \xi}{\eta}\right)+a(\eta) \tag{1.12}
\end{equation*}
$$

and also

$$
\begin{equation*}
\xi \frac{\partial \Omega}{\partial \xi}+\eta \frac{\partial \Omega}{\partial \eta}=0 \tag{1.13}
\end{equation*}
$$

so that $a(\eta)=0$. Therefore

$$
\begin{equation*}
\Omega(\eta, \xi)=-M\left(C_{1} \eta / \xi+C_{2} \xi / \eta\right) \tag{1.14}
\end{equation*}
$$

The operator $\mathscr{L}=L^{2}+\Omega$ is a constant of motion. In the special case $C_{1}=C_{2}=-b / 2$, we have

$$
\begin{align*}
& V=b / r^{2} \sin ^{2} \theta  \tag{1.15}\\
& \Omega=M b\left(1+\cos ^{2} \theta\right) /\left(1-\cos ^{2} \theta\right) \tag{1.16}
\end{align*}
$$

The eigenvalue of $L_{z}$ gives another constant of motion and may be used to specify the energy levels. The potential $V(\xi, \eta)$ is noncentral and also singular along the $z$ axis. The singularity may be restricted to only one-half of the $z$ axis by the choice of either $C_{1}$ or $C_{2}$ vanishing. The potential (1.15), along with an attractive Coulomb potential, permits perfectly defined bound states with some exceptions, as will be shown in the next section. In Sec. III we shall consider the scattering states. Another application of the results will be made to study the problems with Aharonov-Bohm potentials in the last section.

## II. BOUND STATES

It will be useful to consider the Schrödinger equation with the potential

$$
\begin{equation*}
V=-2 a /(\xi+\eta)+2\left[\left(C_{2} \xi+C_{1} \eta\right) / \xi \eta(\xi+\eta)\right] \tag{2.1}
\end{equation*}
$$

where a Coulomb potential, also separable in these coordinates, is introduced. For $E<0$, the solutions may be written as

$$
\begin{equation*}
\psi(\xi, \eta, \varphi)=N f_{1}(\xi) f_{2}(\eta) e^{ \pm i m \varphi} \tag{2.2}
\end{equation*}
$$

where the $f_{i}$ satisfy
$\frac{1}{f_{i}} \frac{\partial}{\partial x_{i}}\left(x_{i} \frac{\partial f_{i}}{\partial x_{i}}\right)-\frac{1}{4}\left(4 M \frac{C_{i}}{\hbar^{2}}+m^{2}\right) \frac{1}{x_{i}}+\frac{M E}{2 \hbar^{2}} x_{i}=-\sigma_{i}$,
with $x_{1}=\xi, x_{2}=\eta$. The constants $\sigma_{i}$ should satisfy the condition

$$
\begin{equation*}
\sigma_{1}+\sigma_{2}=M a / \hbar^{2} \tag{2.4}
\end{equation*}
$$

Equation (2.3) can be written in the form

$$
\begin{equation*}
\frac{1}{\xi_{i}} \frac{\partial}{\partial \xi_{i}}\left(\zeta_{i} \frac{\partial f_{i}}{\partial \zeta_{i}}\right)+\left[\frac{\lambda_{i}}{\zeta_{i}}-\frac{1}{4}-\frac{S_{i}^{2}}{4 \zeta_{i}^{2}}\right] f_{i}=0 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda_{i} & =\sigma_{i} / \alpha, \tag{2.6}
\end{align*} \quad \alpha=\left(-2 M E / \hbar^{2}\right)^{1 / 2}, ~\left(S_{i}^{2}=4 M C_{i} / \hbar^{2}+m^{2} .\right.
$$

Considering appropriate boundary conditions, the solutions can be written as

$$
\begin{equation*}
f_{i}=e^{-(1 / 2) \zeta_{i}} \zeta_{i}^{(1 / 2)\left|S_{i}\right|} L_{v_{i}}^{\left|S_{i}\right|}\left(\zeta_{i}\right) \tag{2.7}
\end{equation*}
$$

if $v_{i}=n_{i}=\lambda_{i}-\frac{1}{2}\left(\left|S_{i}\right|+1\right)$ are non-negative integers. Note that for arbitrary $C_{i}$, the $\left|S_{i}\right|$ are not in general integers and hence the $f_{i}$ are generalized Laguerre functions. The series solution can still terminate, provided $n_{i}$ are non-negative integers. The eigenvalue condition, therefore, is given by

$$
\begin{align*}
E= & -\frac{M a^{2}}{2 \hbar^{2}}\left[n_{1}+n_{2}+1+\frac{1}{2} \sqrt{m^{2}+\frac{4 M C_{1}}{\hbar^{2}}}\right. \\
& +\frac{1}{2} \sqrt{\left.m^{2}+\frac{4 M C_{2}}{\hbar^{2}}\right]^{-2} .} \tag{2.8}
\end{align*}
$$

The energy levels are proportional to $a^{2}$. The effect of this noncentral potential can best be illustrated by considering a

TABLE I. Energy levels for repulsive and attractive noncentral potential with $d=1 \times 10^{-2} / \mathrm{eV}$. The dots indicate nonexistent states.

|  | $n_{1}+n_{2}$ | $E_{\mathrm{NC}^{+}}$ <br> $\mathrm{eV}^{2}$ | $E_{\mathrm{NC}-}$ <br> eV | $E_{\mathrm{C}}$ <br> eV | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 7.26116 | $\cdots$ | 13.60582 | 1 |
| 1 | 0 | 3.18803 | 3.65462 | 3.40145 | 2 |
| 0 | 1 | 2.42463 | $\cdots$ |  |  |
| 2 | 0 | 1.47833 | 1.54694 | 1.51176 | 3 |
| 1 | 1 | 1.44750 | 1.58541 |  |  |
| 0 | 2 | 1.19883 | $\cdots$ |  |  |
| 3 | 0 | 0.84084 | 0.86013 | 0.85036 | 4 |
| 2 | 1 | 0.83620 | 0.86514 |  |  |
| 1 | 2 | 0.82304 | 0.88116 |  |  |
| 0 | 3 | 0.71283 | $\cdots$ |  |  |
| 4 | 0 | 0.54056 | 0.54796 | 0.54423 | 5 |
| 3 | 1 | 0.53935 | 0.54922 |  |  |
| 2 | 2 | 0.53696 | 0.55178 |  |  |
| 1 | 3 | 0.53017 | 0.55991 |  |  |
| 0 | 4 | 0.47202 | $\cdots$ |  |  |

hydrogen atom with an additional potential of type (1.15). We choose $a=e^{2}$ and $2 C_{i}=b=\left(a^{2} / 4\right) d$, and obtain the energy levels as shown in Table I, where $E_{\mathrm{NC}^{+}}$and $E_{\mathrm{NC}^{-}}$are energy levels for potentials with a repulsive or attractive noncentral part of the potential and $E_{\mathrm{C}}$, that due to the Coulomb potential only. Note that for an attractive noncentral potential (i.e., $b$ negative) there is no level with $m$ $<\left(-2 M b / \hbar^{2}\right)^{1 / 2}$. The $S-$ state, in particular, does not exist for a negative $b$.

An interesting application of these results may be found in the studies with the Hartmann potential given by

$$
\begin{equation*}
V(r)=\bar{\eta} \sigma^{2}\left(\frac{2 a_{0}}{r}-\bar{\eta} \frac{a_{0}^{2}}{r^{2} \sin ^{2} \theta}\right) \epsilon_{0} \tag{2.9}
\end{equation*}
$$

where $a_{0}$ is the Bohr radius, $\epsilon_{0}$ is the ground state energy of the hydrogen atom, and the parameters $\bar{\eta}$ and $\sigma$ are both positive real numbers. The potential is useful in the studies of ring-shaped molecules, like the benzene molecule. Hartmann and his collaborators ${ }^{3-5}$ have studied a number of problems with this potential. It is obvious that the results obtained above are directly applicable to the Hartmann potential. If one makes the substitution

$$
\begin{align*}
& a=-2 a_{0} \bar{\eta} \sigma^{2} \epsilon_{0}  \tag{2.10}\\
& 2 C_{1}=2 C_{2}=-\bar{\eta}^{2} \sigma^{2} a_{0}^{2} \epsilon_{0} \tag{2.11}
\end{align*}
$$

the eigenfunctions and the eigenvalues are given by Eqs. (2.7) and (2.8).

It has been shown by Kibler and Negadi ${ }^{6}$ that the problem of motion of a particle in the Hartmann potential can be reduced to that of a coupled pair of two-dimensional anharmonic oscillators with inverse quadratic potentials by considering a nonbijective canonical transformation. This transformation (Kustaanheimo-Stiefel transformation ${ }^{7}$ ) corresponds to a mapping from $R^{4}$ into the physical space $R^{3}$ defined by the relations

$$
\begin{align*}
& x=2\left(u_{1} u_{3}-u_{2} u_{4}\right), \\
& y=2\left(u_{1} u_{4}+u_{2} u_{3}\right),  \tag{2.12}\\
& z=u_{1}^{2}+u_{2}^{2}-u_{3}^{2}-u_{4}^{2} .
\end{align*}
$$

Kibler and Negadi have shown that the Schrödinger equation in this four-dimensional space for the potential (2.9) is equivalant to two two-dimensional nonharmonic oscillators subject to some constraints. However, it is easy to show that the "radial" parts of the two-dimensional oscillators correspond to the degrees of freedom $\xi$ and $\eta$. It follows easily by noting that with the substitution

$$
\rho^{2}=x_{i}
$$

Eq. (21) of Ref. (6) transforms into our Eq. (2.3). Thus the Kustaanheimo-Stiefel transformation in the present case leads us to the parabolic coordinates, which seem to be the natural coordinates for studying this problem. Also, the constraint (15) of Ref. 6 obtained for the separation constants is identical with the condition (2.4) of the present work. This shows that the motions of the system in the $\xi, \eta$ coordinates are constrained just as in two coupled anharmonic oscillators with an inverse quadratic potential.

## III. SCATTERING STATES

The wave functions of the nonlocalized states $(E>0)$ with the potential (2.1) can also be obtained from Eq. (2.3). Since $\alpha$ is imaginary, the series $L_{v_{i}}^{\left|s_{i}\right|}$ need not terminate in this case. Putting

$$
\begin{align*}
& \alpha=-i k, \quad k=\left(2 M E / \hbar^{2}\right)^{1 / 2}  \tag{3.1}\\
& \lambda_{1}+\lambda_{2}=i M a / \hbar^{2} k
\end{align*}
$$

we can write

$$
\begin{align*}
F_{1}(\xi)= & N_{1} e^{(1 / 2) i k \xi} \xi(1 / 2)\left|S_{1}\right| \\
& \times F\left(\frac{1}{2}\left|S_{1}\right|+\frac{1}{2}-\lambda_{1},\left|S_{1}\right|+1 ;-i k \xi\right),  \tag{3.2}\\
F_{2}(\eta)= & N_{2} e^{(1 / 2) i k \eta} \eta^{(1 / 2)\left|S_{2}\right|} \\
& \times F\left(\frac{1}{2}\left|S_{2}\right|+\frac{1}{2}-\lambda_{2},\left|S_{2}\right|+1 ;-i k \eta\right), \tag{3.3}
\end{align*}
$$

where $N_{1}, N_{2}$ are arbitrary constants.
In the scattering problem with the incident wave along the $z$ axis, one has to put $m=0$. Considering the asymptotic behavior ( $\xi, \eta \rightarrow \infty$ ) of the solutions (3.2) and (3.3), we have

$$
\begin{align*}
\Psi \rightarrow & e^{i(1 / 2) k(\xi+\eta)} \Gamma\left(\gamma_{1}+1\right) \Gamma\left(\gamma_{2}+1\right) \\
& \times\left[\frac{(i k)^{-(1 / 2) \gamma_{1}}(i k \xi)^{\lambda_{1}-1 / 2}}{\Gamma\left(\lambda_{1}+\frac{1}{2} \gamma_{1}+\frac{1}{2}\right)}\right. \\
& \left.+\frac{(-i k)^{-(1 / 2) \gamma_{1}}(-i k \xi)^{-(1 / 2)-\lambda_{1}}}{\Gamma\left(\frac{l}{2} \gamma_{1}+\frac{1}{2}-\lambda_{1}\right)} e^{-i k \xi}\right] \\
& \times\left[\frac{(i k)^{-(1 / 2) \gamma_{2}(i k \eta)^{\lambda_{2}-1 / 2}}}{\Gamma\left(\lambda_{2}+\frac{1}{2} \gamma_{2}+\frac{1}{2}\right)}\right. \\
& \left.+\frac{(-i k)^{-(1 / 2) \gamma_{2}}(-i k \eta)^{-1 / 2-\lambda_{2}}}{\Gamma\left(\frac{1}{2} \gamma_{2}+\frac{1}{2}-\lambda_{2}\right)} e^{-i k \eta}\right] \tag{3.4}
\end{align*}
$$

where

$$
\begin{align*}
& \nu=i\left(\lambda_{1}+\lambda_{2}\right)=-M a / \hbar^{2} k,  \tag{3.5}\\
& \gamma_{i}=\sqrt{4 M C_{i} / \hbar^{2}} \tag{3.6}
\end{align*}
$$

with $a<0$ and $C_{i}>0$. If $\Psi$ is to have the required asymptotic behavior, the coefficient of $e^{-i k \eta}$ in the last term must vanish. This can happen only if $\lambda_{2}=n+\frac{1}{2} \gamma_{2}+\frac{1}{2}$, where $n=0$, $1,2, \ldots$, etc. Using Eq. (3.5) this will give $\lambda_{1}=-i v$ $-n-\frac{1}{2} \gamma_{2}-\frac{1}{2}$ and make the factor $\xi^{-1 / 2-\lambda_{1}}$ diverge at in-
finity unless $\gamma_{2}=-2 n$. The denominator of the third term then becomes $\Gamma(1-n)$, which gives $n=0$, and hence $\gamma_{2}=0, \lambda_{1}=-\frac{1}{2}-i v, \lambda_{2}=\frac{1}{2}$. Substituting these, we obtain the asymptotic solution .

$$
\begin{align*}
\Psi \rightarrow & \pi v / e^{2} k^{-(1 / 2) \gamma_{1}} \frac{\Gamma\left(\gamma_{1}+1\right)}{\Gamma\left(1+i v+\frac{1}{2} \gamma_{1}\right)} \\
& \times\left[e^{i\left[k z+v \ln k(r-z)+\pi \gamma_{1} / 4\right]}+\frac{\Gamma\left(1+i v+\frac{1}{2} \gamma_{1}\right)}{i \Gamma\left(-i v+\frac{1}{2} \gamma_{1}\right)}\right. \\
& \left.\times \frac{e^{-i\left[v \ln \sin ^{2} \theta / 2+\pi \gamma_{1} / 4\right]}}{2 k \sin ^{2} \theta / 2} \frac{e^{i[k r-v \ln 2 k r]}}{r}\right] \tag{3.7}
\end{align*}
$$

Hence the differential cross section is found to be

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}=\frac{\left[v^{2}+\left(\frac{1}{2} \gamma_{1}\right)^{2}\right]}{4 k^{2} \sin ^{4} \theta / 2} \tag{3.8}
\end{equation*}
$$

for the potential

$$
\begin{equation*}
V(r)=a / r+C_{1} / r^{2}(1-\cos \theta) \tag{3.9}
\end{equation*}
$$

The noncentral potential enhances the scattering due to the Coulomb potential, without altering the angular distribution. Thus whether the scattering potential is pure Coulombic or not cannot be decided by studying the differential scattering cross section with the incident wave along the $z$ axis only. Note that a scattering state exists even if one puts $a=0$ in (3.8), unlike the case of a bound state. As expected, the logarithmic phase factors drop out of the amplitude.

It may be mentioned that for $C_{1}=C_{2}$ the only acceptable case corresponds to $C_{i}=0$, which is the well-known pure Coulomb case. Thus even for a repulsive noncentral term, one cannot define a scattering state with the potential (1.15). For the case of an attractive noncentral potential ( $C_{i}<0$ ), the situation, of course, is known to be worse. Since the most singular term in Eq. (2.5) is $\left(1 / \xi_{i}^{2}\right)$ $\times\left(m^{2}+4 M C_{i} / \hbar^{2}\right)$ and we must choose $m=0$ to satisfy the boundary condition at infinity, we get two oscillatory solutions at the origin, and there is no way of defining a scattering state unambiguously. ${ }^{8}$ Of course, one may consider the scattering of a beam incident on the potential along a direction different from the $z$ axis.

## IV. AHARONOV-BOHM POTENTIAL

Another application of the results of Sec. II may be found in the problems with the Aharonov-Bohm (AB) potential. ${ }^{9}$ We take the AB potential in the spherical polar coordinates as

$$
A_{r}=A_{\theta}=0 \quad \text { and } \quad A_{\varphi}=F / 2 \pi r \sin \theta,
$$

where $F$ is the flux being carried inside a thin infinitely long solenoid along the $z$ axis. In the limit of the radius of the solenoid going to zero, with $F$ fixed, we have an idealized $A B$ flux tube. We also place a point charge $e$ at the origin.

The Hamiltonian for a point charge $e^{\prime}$ bound to this composite system is given by

$$
\begin{align*}
H= & -\frac{\hbar^{2}}{2 M} \nabla^{2}-\frac{e e^{\prime}}{r}+\frac{1}{2 M} \\
& \times\left[\frac{2 i e^{\prime} \hbar F}{2 \pi c r^{2} \sin ^{2} \theta} \frac{\partial}{\partial \varphi}+\frac{e^{22} F^{2}}{4 \pi^{2} c^{2} r^{2} \sin ^{2} \theta}\right] \tag{4.1}
\end{align*}
$$

To be applicable to the Hamiltonian (4.1), the results of

Sec. I need to be generalized, and we now consider the potential operator $V(r)$ given by

$$
\begin{equation*}
V(r)=\frac{2 u(\xi)+2 w(\eta)}{\xi+\eta} f\left(i \frac{\partial}{\partial \varphi}\right) \tag{4.2}
\end{equation*}
$$

It can be shown that

$$
\begin{equation*}
\Omega=-M\left(\frac{C_{1} \eta}{\xi}+\frac{C_{2} \xi}{\eta}\right) f\left(i \frac{\partial}{\partial \varphi}\right) \tag{4.3}
\end{equation*}
$$

Although one may define an operator $\mathscr{M}$ by

$$
\begin{equation*}
\mathscr{M}=r \times\left(-i \hbar \nabla-e^{\prime}(A / c)\right) \tag{4.4}
\end{equation*}
$$

which gives a conserved operator $\mathscr{M}^{2}$, it is not possible to identify $\mathscr{M}$ as the generator for the rotation group, since the eigenfunctions of $\mathscr{M}^{2}$ and $\mathscr{M}_{z}=L_{z}-e F / 2 \pi c$ do not provide a basis for a representation of the rotation group. ${ }^{10}$

Roy et al. ${ }^{11}$ and Ruijsenaars ${ }^{12}$ pointed out that the operator $L_{z}=-i \hbar(\partial / \partial \varphi)(\varphi \in[0,2 \pi[)$ is not essentially selfadjoint. They have defined a one-parameter family of selfadjoint extension by imposing the boundary condition

$$
\begin{equation*}
\psi(\varphi=2 \pi)=e^{i \theta_{o}} \psi(\varphi=0) \tag{4.5}
\end{equation*}
$$

where $\theta_{0}$ is a real parameter. The choice $\theta_{0}=2 n \pi, n$ integer, corresponds to continuous wave functions. The eigenfunctions of $H$ in (4.1) can be written as

$$
\begin{equation*}
\psi=F_{1}(\xi) F_{2}(\eta) e^{i m^{\prime} \varphi} \tag{4.6}
\end{equation*}
$$

where $F_{1}$ and $F_{2}$ are solutions of Eqs. (2.5) with

$$
\begin{align*}
& m^{\prime}=m+\theta_{0} / 2 \pi, \quad v_{i}=n_{i}  \tag{4.7}\\
& S_{1}^{2}=S_{2}^{2}=S^{2}=\left(m^{\prime}-e^{\prime} F / 2 \pi c \hbar\right)^{2} . \tag{4.8}
\end{align*}
$$

Thus
$\psi=N e^{-(1 / 2) \alpha(\xi+\eta)}\left(\alpha^{2} \xi \eta\right)^{(1 / 2)|S|} L_{v_{1}}^{|S|}(\alpha \xi) L_{\gamma_{2}}^{|S|}(\alpha \eta) e^{i m ' \varphi}$.

The eigenvalues are given by (with $\theta_{0}=2 n \pi$ or otherwise)

$$
\begin{equation*}
E_{n}=\frac{M e^{2} e^{\prime 2}}{2 \hbar^{2}} \frac{1}{\left(n_{1}+n_{2}+1+|S|\right)^{2}} \tag{4.10}
\end{equation*}
$$

which shows that solutions exist for all $m^{\prime}$, unlike the case treated in Sec. II.

The problem can be solved in spherical polar coordinates also. However, our results show directly that

$$
\mathscr{L}=L^{2}+\Omega
$$

with

$$
\begin{equation*}
\Omega=\frac{1}{2}\left(\frac{2 i e^{\prime} \hbar F}{2 \pi c} \frac{\partial}{\partial \varphi}+\frac{e^{\prime 2} F^{2}}{4 \pi^{2} c^{2}}\right) \frac{1+\cos ^{2} \theta}{1-\cos ^{2} \theta} \tag{4.11}
\end{equation*}
$$

is a constant of motion. On the other hand, one needs an explanation why the operator $\mathscr{M}^{2}$ is a constant of motion, since it does not satisfy the Pauli-Fierz criterion here. The explanation actually comes from the relation

$$
\begin{equation*}
\mathscr{M}^{2}=\mathscr{L}-\frac{e^{\prime} F}{2 \pi c} L_{z}+\frac{1}{2} \frac{e^{\prime 2} F^{2}}{4 \pi^{2} c^{2}}, \tag{4.12}
\end{equation*}
$$

which shows that $\mathscr{M}^{2}$ is also a constant of motion.
To summarize, we have shown that exact solutions of the Schrödinger equation with a class of parabolic noncentral potentials may be useful in the study of many physical problems.
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Using the method of intertwining operators, commutation relations are rigorously obtained for the creation-annihilation operators associated with the quantum nonlinear Schrödinger equation.

## I. INTRODUCTION

The quantum nonlinear Schrödinger equation (NLS),

$$
\begin{equation*}
V-1 \psi_{t}=-\psi_{x x}+2 c \psi^{+} \psi^{2} \tag{1}
\end{equation*}
$$

is the best understood example of an integrable quantum field theory in one plus one dimensions. Solving (1) by the quantum inverse scattering transform (IST), various authors ${ }^{1,2}$ have introduced the creation and annihilation operators $b^{+}(k), b(l)$ for the Bethe ansatz eigenstates (BAE) of the Hamiltonian $H$ of NLS and their companions $a(k)$, $a^{+}(l)$ which are diagonalized by the BAE. The operators $b(k), b^{+}(k)$ and $a(k), a^{+}(k)$ are the quantized scattering data for the classical NLS (Refs. 1-3).

Regarding the transformation $\psi(x, t) \rightarrow b(k, t)$ as a linearization of (1), one needs to compute the commutation relations for $b(k), b^{+}(l)$. Due to the singularity of those, some crucial commutation relations do not exist and one introduces the normalized "quantum reflection coefficients" $R^{+}(k)=b^{+}(k) a^{-1}(k)$ and tries to compute the commutation relations for $R(k), R^{+}(l)$ by quantizing the classical ones. Although everybody believes that the commutation relations between $R^{+}(l)$ and $R(l)$ given in the literature are correct, in their derivations given so far one finds equations like $\int_{0}^{\infty} d x e^{i k x}=\delta(k) / 2$ (Refs. 4-6) which have no mathematical justification.

In this paper we give a rigorous mathematical derivation of the commutation relations for $R^{+}(k), R(l)$ both in the repulsive and attractive cases. This derivation has nothing to do with the quantum IST but is based instead on the intertwining operators approach to the quantum NLS as developed in Refs. 7-10. It is important to spell out the distinction between our definition of the operators $a(k), b(l)$ and the definition in the literature on the quantum IST (Refs. 2 and 11). We first write the operators $a_{0}(k), b_{0}(k)$ (Ref. 9), which have the desired action on the free eigenstates, then conjugate them by a suitable intertwining operator ${ }^{9}$ to obtain the operators $a(k), b(l)$ with the same action on the BAE. In the quantum IST approach, the operators $a(k)$ and $b(l)$ are the normal ordered transmission and reflection coefficients, respectively, of the classical NLS (Refs. 2 and 11). Although the explicit formulas for $a(k)$ and $b(l)$ obtained by these two recipes are very different, ${ }^{10}$ the operators themselves must be equal (at least in the repulsive case $c>0$ ) because they have the same action on the BAE which are complete in the Fock space if $c>0$ (Ref. 12).

The paper relies especially on the material of Ref. 9, but can be read independently. The commutation relations
between $R^{+}(k)$ and $R(l)$ are important, in particular, because they alone allow to write simple expressions for the integrals of the quantum NLS (Ref. 13).

## II. PRELIMINARIES ON THE NLS

Let $\psi(x, t)$ be the solution of (1) and denote by $\psi^{+}(x, t)$ the adjoint field. Operators $\psi(x, t), \psi^{+}(y, t)$ satisfy the standard equal time commutation relations and $\psi^{+}(x, 0)$ $=\psi_{0}^{+}(x), \psi(x, 0)=\psi_{0}(x)$ are the standard creation-annihilation operators (in the position representation). Let $\psi_{0}(x, t), \psi_{0}^{+}(x, t)$ be the solution of (1) with $c=0$, i.e., the free fields and set

$$
\begin{align*}
& b_{0}(k)=\int_{-\infty}^{\infty} d x e^{-v-1 k x} \psi_{0}(x) \\
& b_{0}^{+}(k)=\int_{-\infty}^{\infty} d x e^{v-1 k x} \psi_{0}^{+}(x) \tag{2}
\end{align*}
$$

Then $b_{0}^{+}(k), b_{0}(l)$ are the standard creation-annihilation operators in the momentum representation and they satisfy

$$
\begin{align*}
& {\left[b_{0}(k), b_{0}(l)\right]=\left[b_{0}^{+}(k), b_{0}^{+}(l)\right]=0,} \\
& {\left[b_{0}(k), b_{0}^{+}(l)\right]=2 \pi \delta(k-l)} \tag{3}
\end{align*}
$$

Operators $\psi, \psi^{+}, b, b^{+}$act on the Fock space

$$
\mathscr{H}=\stackrel{\infty}{N=0} \mathscr{H}_{N}
$$

where the $N$-particle sector $\mathscr{H}_{N}=L_{2}^{\text {sym }}\left(R^{N}\right)$ consists of functions symmetric in $N$ variables. We denote by $w$ elements of the permutation group $S_{N}$ ( $N$ varies from one to infinity) and by $x \rightarrow w x, k \rightarrow w k$ the natural action of $w$ on $N$ tuples $x=\left(x_{1}, \ldots, x_{N}\right), k=\left(k_{1}, \ldots, k_{N}\right)$. Operators $b_{0}^{+}(k)$ create the normalized free eigenstates (plane waves)

$$
\begin{align*}
& f_{0}\left(x_{1}, \ldots, x_{N} \mid k_{1}, \ldots, k_{N}\right) \\
& \quad=f_{0}(x \mid k)=(N!)^{-1 / 2} \sum_{w} \exp (\sqrt{ }-1\langle w k \mid x\rangle) \tag{4}
\end{align*}
$$

of the free Hamiltonian (i.e., $c=0$ )

$$
\begin{equation*}
H_{0}=-\int_{-\infty}^{\infty} d x \psi_{0}^{+} \psi_{0 x x} \tag{5}
\end{equation*}
$$

The Hamiltonian

$$
\begin{equation*}
H=\int_{-\infty-}^{\infty} d x\left[-\psi^{+} \psi_{x x}+c \psi^{+2} \psi^{2}\right] \tag{6}
\end{equation*}
$$

of Eq. (1) preserves every $\mathscr{H}_{N}$ and the restriction

$$
\begin{equation*}
\left.H\right|_{\mathscr{H}_{N}}=-\sum_{i=1}^{N} \frac{\partial^{2}}{\partial x_{i}^{2}}+c \sum_{i \neq j} \delta\left(x_{i}-x_{j}\right) \tag{7}
\end{equation*}
$$

is the famous Bose delta-gas Hamiltonian., ${ }^{7,12}$
We call an operator $A$ on $\mathscr{H}$ (preserving each $\mathscr{H}_{N}$ ) intertwining if $A$ conjugates $H_{0}$ with $H$ and sends the free states $f_{0}(\cdot \mid k)$ into the BAE of $H$ (in the normalization depending on $A$ ). Referring the reader to Ref. 10 for the general theory of intertwining operators we consider the specific intertwining operators $P$ and $P^{*-1}$ introduced in Ref. 9. The BAE $f(\cdot \mid k)=P^{*-1} f_{0}(\cdot \mid k)$ of $H$ are given explicitly by
$\left.f(\cdot \mid k)\right|_{x_{1}>\cdots>x_{N}}$

$$
\begin{align*}
= & (N!)^{-1 / 2} \sum_{w} w\left\{\prod_{i<j} \frac{c+V-1\left(k_{i}-k_{j}\right)}{V-1\left(k_{i}-k_{j}\right)}\right. \\
& \times \exp (V-1\langle k \mid x\rangle)\} \tag{8}
\end{align*}
$$

where $k=k_{1}>k_{2}>\cdots>k_{N}$ and $w$ in (8) acts on the $k$ variable. In what follows we denote the region $\left\{x_{1} \geqslant x_{2} \geqslant \cdots \geqslant x_{N}\right\}$ by $C_{+}$.

The operators

$$
\begin{equation*}
b^{+}(k)=P^{*-1} b_{0}^{+}(k) P^{*} \tag{9}
\end{equation*}
$$

are the creation operators for the BAE (8). Equation (9) implies the obvious commutation relations

$$
\begin{equation*}
\left[b^{+}(k), b^{+}(l)\right]=0 \tag{10}
\end{equation*}
$$

but not the commutation relation between $b^{+}(k)$ and $b(l)$ because $P$ is not unitary, thus

$$
\begin{equation*}
b(k)=P b_{0}(k) P^{-1} \neq P^{*-1} b_{0}(k) P^{*} \tag{11}
\end{equation*}
$$

Due to the singularity of $b^{+}(k)$ [they create BAE in the singular normalization (8)] it is questionable whether $b^{+}(k), b(l)$ have commutation relations and those written so far are incorrect [including (2.47) in Ref. 9].

Define the operators $a_{0}(k)$ by Eq. (2.32) in Ref. 9 and let $a_{0}^{+}(k)$ be the adjoint operator. Then, by Lemma 2.1 in Ref. 9

$$
\begin{align*}
& a_{0}(k) f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \\
& \quad=\left[\prod_{i=1}^{N} \frac{c+V-1\left(k-k_{i}\right)}{V-1\left(k-k_{i}\right)}\right] f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{12}
\end{align*}
$$

$a_{0}^{+}(k) f_{0}\left(\cdot \mid k_{1}, \ldots, k_{n}\right)$

$$
\begin{equation*}
=\left[\prod_{i=1}^{N} \frac{c+V-1\left(k_{i}-k\right)}{V-1\left(k_{i}-k\right)}\right] f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{13}
\end{equation*}
$$

Thus $a_{0}^{+}(k), a_{0}(l)$ are diagonal on the plane waves, therefore they commute between themselves and with the operator $P^{*} P$ (Ref. 9). By (12) and (13), $a_{0}(k), a_{0}^{+}(k)$ are singular since they blow up on $f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right)$ if $k=k_{i}$ for some $i$. We normalize $a_{0}(k)$ and $a_{0}^{+}(k)$ by introducing

$$
\begin{align*}
& A_{0}(k)=a_{0}(k)\left[a_{0}^{+}(k) a_{0}(k)\right]^{-1 / 2}  \tag{14}\\
& A_{0}^{+}(k)=a_{0}^{+}(k)\left[a_{0}^{+}(k) a_{0}(k)\right]^{-1 / 2}
\end{align*}
$$

Set for $t \neq 0$

$$
\begin{equation*}
\zeta(t)=(c+V-1 t) / V-1 t \tag{15}
\end{equation*}
$$

and for $k \neq k_{1}, \ldots, k_{n}$ denote $\zeta\left(k-k_{1}\right) \cdots \zeta\left(k-k_{N}\right)$ by $\zeta\left(k ; k_{1}, \ldots, k_{N}\right) . \mathrm{By}(12)-(15)$

$$
\begin{align*}
& A_{0}(k) f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \\
& \quad=\frac{\zeta\left(k ; k_{1}, \ldots, k_{N}\right)}{\left|\zeta\left(k ; k_{1}, \ldots, k_{N}\right)\right|} f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{16}
\end{align*}
$$

$$
\begin{align*}
& A_{0}^{+}(k) f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \\
& \quad=\frac{\bar{\xi}\left(k ; k_{1}, \ldots, k_{N}\right)}{\left|\zeta\left(k ; k_{1}, \ldots, k_{N}\right)\right|} f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{17}
\end{align*}
$$

It follows immediately from (14) or from (16) and (17) that

$$
\begin{equation*}
A_{0}^{+}(k)=A_{0}(k)^{-1} \tag{18}
\end{equation*}
$$

Obviously, $a_{0}(k), a_{0}^{+}(l), A_{0}(k), A_{0}^{+}(l)$ all commute. We set

$$
\begin{align*}
& a^{+}(k)=P^{*-1} a_{0}^{+}(k) P^{*}=P a_{0}^{+}(k) P^{-1}  \tag{19}\\
& A^{+}(k)=P^{*-1} A_{0}^{+}(k) P^{*}=P A_{0}^{+}(k) P^{-1} \tag{20}
\end{align*}
$$

Equations (19) and (20) hold because $a_{0}^{+}(k)$ and $A_{0}^{+}(k)$ commute with $P^{*} P$. Operators $a(k), a^{+}(l), A(k), A^{+}(l)$ are diagonalized by the BAE $f\left(\cdot \mid k_{1}, \ldots, k_{N}\right)$, therefore they all commute and we have
$a(k) f\left(\cdot \mid k_{1}, \ldots, k_{N}\right)=\zeta\left(k ; k_{1}, \ldots, k_{N}\right) f\left(\cdot \mid k_{1}, \ldots, k_{N}\right)$,
$A(k) f\left(\cdot \mid k_{1}, \ldots, k_{n}\right)$

$$
\begin{equation*}
=\frac{\zeta\left(k ; k_{1}, \ldots, k_{N}\right)}{\left|\zeta\left(k ; k_{1}, \ldots, k_{N}\right)\right|} f\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{22}
\end{equation*}
$$

By (18) and (20)

$$
\begin{equation*}
A^{+}(k)=A(k)^{-1} \tag{23}
\end{equation*}
$$

We set

$$
\begin{equation*}
R^{+}(k)=b^{+}(k) a^{-1}(k) \tag{24}
\end{equation*}
$$

Then

$$
\begin{equation*}
R(k)=a^{+}(k)^{-1} b(k) \tag{25}
\end{equation*}
$$

## III. COMMUTATION RELATIONS

First, we establish the commutation relations between $b_{0}(k), b_{0}^{+}(k)$ and $A_{0}(l), A_{0}^{+}(l)$. We fix $c \neq 0$.

Proposition 1: For $k \neq l$,

$$
\begin{align*}
& A_{0}(k) b_{0}^{+}(l) \\
& \quad=\{\zeta(k-l) /|\zeta(k-l)|) b_{0}^{+}(l) A_{0}(k) \tag{26}
\end{align*}
$$

$A_{0}^{+}(k) b_{0}^{+}(l)$

$$
\begin{equation*}
=(\xi(l-k) /|\zeta(l-k)|) b_{0}^{+}(l) A_{0}^{+}(k), \tag{27}
\end{equation*}
$$

$b_{0}(l) A_{0}(k)$
$=(\xi(k-l) /|\zeta(k-l)|) A_{0}(k) b_{0}(l)$,
$b_{0}(l) A_{0}^{+}(k)$
$=(\xi(l-k) /|\xi(l-k)|) A_{0}^{+}(k) b_{0}(l)$.
Proof: We follow the ideas of the proof of Lemma 2.1 in Ref. 9. We set

$$
\begin{equation*}
\alpha_{0}(k)=(2 \pi)^{-1} \int_{-\infty}^{\infty} d r[\log \zeta(k-r)] b_{0}^{+}(r) b_{0}(r) \tag{30}
\end{equation*}
$$

Then

$$
\begin{equation*}
a_{0}(k)=\exp \left[\alpha_{0}(k)\right], \quad a_{0}^{+}(k)=\exp \left[\alpha_{0}^{+}(k)\right] \tag{31}
\end{equation*}
$$

and the operators $\alpha_{0}(k), \alpha_{0}^{+}(l)$ commute for all $k$ and $l$. The commutativity and (31) imply that
$A_{0}(k)=\exp \left\{\frac{1}{2}\left[\alpha_{0}(k)-\alpha_{0}^{+}(k)\right]\right\}$,
$A_{0}^{+}(k)=\exp \left\{\frac{1}{2}\left[\alpha_{0}^{+}(k)-\alpha_{0}(k)\right]\right\}=A^{-1}(k)$.
The commutation relations

$$
\begin{align*}
& {\left[\alpha_{0}(k), b_{0}(l)\right]=-[\log \zeta(k-l)] b_{0}(l)}  \tag{34}\\
& {\left[\alpha_{0}(k), b_{0}^{+}(l)\right]=[\log \zeta(k-l)] b_{0}^{+}(l)} \tag{35}
\end{align*}
$$

obtained in Ref. 9, Lemma 2.1, imply that

$$
\begin{align*}
& {\left[\frac{1}{2}\left(\alpha_{0}(k)-\alpha_{0}^{+}(k)\right), b_{0}(l)\right]} \\
& \quad=-\frac{1}{2} \log \zeta(k-l) b_{0}(l)-\frac{1}{2}\left(-\log \zeta(l-k) b_{0}(l)\right) \\
& \quad=\frac{1}{2}[\log \zeta(l-k)-\log \zeta(k-l)] b_{0}(l) \tag{36}
\end{align*}
$$

Exponentiating (36) we obtain

$$
\begin{aligned}
A_{0}(k) & b_{0}(l) A_{0}^{-1}(k) \\
& =[\zeta(l-k) / \zeta(k-l)]^{1 / 2} b_{0}(l) \\
& =\left[\zeta(l-k)^{2} / \zeta(k-l) \xi(l-k)\right]^{1 / 2} b_{0}(l) \\
& =[\zeta(l-k) /|\zeta(l-k)|] b_{0}(l)
\end{aligned}
$$

where we have used that $\zeta(-t)=\bar{\zeta}(t)$. The last equation means that

$$
\begin{align*}
& A_{0}(k) b_{0}(l) \\
& \quad=(\xi(l-k) /|\xi(l-k)|) b_{0}(l) A_{0}(k) \tag{37}
\end{align*}
$$

which is equivalent to (28). Equation (26) is proved the same way and (27), (29) immediately follow from (28) and (26), respectively.

By taking the limit $k-l \rightarrow 0$ we will extend (26)-(29) to the case $k=l$ but the limit commutation relations depend on whether $k-l \rightarrow 0+$ or $k-l \rightarrow 0-$. To express these relations in concise form we introduce the following notation. For any function $f(k)$ we set $f(k+)=\lim f\left(k^{\prime}\right)$ as $k^{\prime} \rightarrow k^{+}$and $f(k-)=\lim f\left(k^{\prime}\right)$ as $k^{\prime} \rightarrow k-$. Recall that for $c \neq 0, \operatorname{sgn} c=1$ if $c>0$ and $\operatorname{sgn} c=-1$ if $c<0$.

Corollary 1: For a fixed $c \neq 0$ and for any $k$ the following relations hold:
$A_{0}(k \pm) b_{0}^{+}(k) \pm(\operatorname{sgn} c) V-1 b_{0}^{+}(k) A_{0}(k \pm)=0$,
$A_{0}(k \pm) b_{0}(k) \mp(\operatorname{sgn} c) V-1 b_{0}(k) A_{0}(k \pm)=0$,
$A_{0}^{+}(k \pm) b_{0}^{+}(k) \mp(\operatorname{sgn} c) V-1 b_{0}^{+}(k) A_{0}^{+}(k \pm)=0$,
$A_{0}(k \pm) b_{0}(k) \pm(\operatorname{sgn} c) V-1 b_{0}(k) A_{0}(k \pm)=0$.
Proof: Since $\quad \zeta(t)=1-c V-1 t^{-1}$ goes to $-(\operatorname{sgn} c) V-1(+\infty)$ when $t \rightarrow 0+$ and to $(\operatorname{sgn} c) V-1(+\infty)$ when $t \rightarrow 0-$, we have $\zeta(t) /$ $|\zeta(t)| \rightarrow-(\operatorname{sgn} c) \sqrt{ }-1 \quad$ when $\quad t \rightarrow 0+$ and $\zeta(t) /$ $|\zeta(t)| \rightarrow(\operatorname{sgn} c) \sqrt{ }-1$ when $t \rightarrow 0-$. Moreover, $\zeta(t) /$ $|\zeta(t)|$ varies on the unit circle continuously and monotonically from 1 to $(\operatorname{sgn} c) \sqrt{ }-1$ when $t$ runs from $-\infty$ to $0-$. Then $\zeta(t) /|\zeta(t)|$ jumps from $(\operatorname{sgn} c) V-1$ to $-(\operatorname{sgn} c) \sqrt{ }-1$ and completes the circle in the same fashion as $t$ varies from $0+$ to $+\infty$.

Taking the limit $k-l \rightarrow 0 \pm$ in (26)-(29) we obtain (38)-(41).

We have remarked earlier that the singularity of the creation operators $b^{+}(k)$ is due to the singularity of the intertwining operator $P^{*-1}$ which sends the free states $f_{0}(\cdot \mid k)$ normalized to the $\delta$-function into the BAE (8) which have a
singular normalization. Following an idea of Ref. 9 we take the polar decomposition of $P^{*-1}$,

$$
\begin{equation*}
P^{*-1}=\left[P^{*-1}\left(P^{*} P\right)^{1 / 2}\right]\left(P^{*} P\right)^{-1 / 2} \tag{42}
\end{equation*}
$$

where $Q=P^{*-1}\left(P^{*} P\right)^{1 / 2}$ is unitary (isometry if $c<0$ ) and $\left(P^{*} P\right)^{-1 / 2}$ is positive definite. The operator $Q$ is a normalized intertwining operator and the operator $\left(P^{*} P\right)^{-1 / 2}$ is described in the following Lemma.

Lemma 1: (i) The operator $\left(P^{*} P\right)^{-1 / 2}$ is diagonalized by the free eigenstates $f_{0}(\cdot \mid k)$ and

$$
\begin{align*}
& (P * P)^{-1 / 2} f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \\
& \quad \times\left[\prod_{i<j}\left|\xi\left(k_{i}-k_{j}\right)\right|\right] f_{0}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{43}
\end{align*}
$$

(ii) The operator $(P * P)^{-1 / 2}$ commutes with $a_{0}(k)$, $a_{0}^{+}(k), A_{0}(k), A_{0}^{+}(k)$ for all $k$ and

$$
\begin{equation*}
b_{0}(k)(P * P)^{-1 / 2}=\left[a_{0}^{+}(k) a_{0}(k)\right]^{1 / 2}(P * P)^{-1 / 2} b_{0}(k) \tag{44}
\end{equation*}
$$

$$
\begin{align*}
& (P * P)^{-1 / 2} b_{0}^{+}(k) \\
& \quad=b_{0}^{+}(k)\left[a_{0}^{+}(k) a_{0}(k)\right]^{1 / 2}(P * P)^{-1 / 2} \tag{45}
\end{align*}
$$

Proof: Equation (43) follows immediately from Ref. 9, (1.52) and it implies that $(P * P)^{-1 / 2}$ commutes with any operators diagonalized by $f_{0}(\cdot \mid k)$. Equations (44) and (45) are proved in the same way as (2.53) and (2.54) in Ref. 9.

Recall that the normalized intertwining operator $Q=P^{*-1}\left(P^{*} P\right)^{1 / 2}$ is unitary if $c \geqslant 0$ (Ref. 9). If $c<0, Q$ is an isometry of $\mathscr{H}$ on the space $\mathscr{H}_{a c}$ of the absolutely continuous spectrum of $H$ and we denote by $Q^{-1}=Q^{*}$ the left inverse of $Q$. We denote by $1_{a c}$ the orthogonal projection of $\mathscr{H}$ on $\mathscr{H}_{a c}$.

Corollary 2: For any $k$ we have

$$
\begin{align*}
& R^{+}(k)=Q b_{0}^{+}(k) A_{0}^{+}(k) Q^{-1}  \tag{46}\\
& R(k)=Q A_{0}(k) b_{0}(k) Q^{-1} \tag{47}
\end{align*}
$$

Proof: By (24), (19), and (9)

$$
\begin{aligned}
R^{+}(k) & =P^{*-1} b_{0}^{+}(k) a_{0}^{-1}(k) P^{*} \\
& =Q\left(P^{*} P\right)^{-1 / 2} b_{0}^{+}(k) a_{0}^{-1}(k)\left(P^{*} P\right)^{1 / 2} Q^{-1}
\end{aligned}
$$

Using (45) and that $\left(P^{*} P\right)^{-1 / 2}$ commutes with $a_{0}(k)$, $a_{0}^{+}(k)$, we obtain

$$
\begin{aligned}
R^{+}(k) & =Q b_{0}^{+}(k) a_{0}^{-1}(k)\left[a_{0}^{+}(k) a_{0}(k)\right]^{1 / 2} Q^{-1} \\
& =Q b_{0}^{+}(k) A_{0}^{-1}(k) Q^{-1}
\end{aligned}
$$

which proves (46). Taking the adjoint and using (18) we obtain (47). Set

$$
\begin{equation*}
R_{0}(k)=A_{0}(k) b_{0}(k), \quad R_{0}^{+}(k)=b_{0}^{+}(k) A_{0}^{+}(k) \tag{48}
\end{equation*}
$$

and rewrite (47) and (46) as

$$
\begin{align*}
& R(k)=Q R_{0}(k) Q^{-1}  \tag{49}\\
& R^{+}(k)=Q R^{+}(k) Q^{-1} \tag{50}
\end{align*}
$$

respectively. Because of the unitarity (isometry if $c<0$ ) of $Q$, it suffices to establish the commutation relations for the operators $R_{0}(k), R_{0}^{+}(l)$.

We fix $c \neq 0$ and set

$$
\begin{equation*}
u(t)=[\zeta(t) /|\zeta(t)|]^{2} \tag{51}
\end{equation*}
$$

Properties of $\zeta(t)$ which we have discussed in the proof of Corollary 1 , imply that $t \rightarrow u(t)$ is a continuous mapping of the real line into the unit circle, that when $t$ runs from $-\infty$ to $\infty, u(t)$ runs the circle from 1 to 1 counterclockwise if $c>0$ and clockwise if $c<0$. Finally, $u(-t)=\bar{u}(t)$ and $u(0)=-1$. We will need the following formulas for $u(t)$ :

$$
\begin{align*}
\zeta(t) / \zeta(-t) & =\zeta(t)^{2} / \zeta(t) \zeta(-t) \\
& =[\zeta(t) /|\zeta(t)|]^{2}=u(t) \tag{52}
\end{align*}
$$

Thus

$$
\begin{align*}
u(t) & =\frac{\zeta(t)}{\bar{\zeta}(t)}=\frac{\zeta(t)}{\zeta(-t)} \\
& =\frac{c+V-1 t}{V-1 t}\left(\frac{c-V-1 t}{-\sqrt{ }-1 t}\right)^{-1} \\
& =-\frac{c+V-1 t}{c-\sqrt{ }-1 t}=\frac{t-c \sqrt{ }-1}{t+c \sqrt{ }-1} \tag{53}
\end{align*}
$$

Theorem 1: Operators $R_{0}(k), R_{0}{ }^{+}(l)$ satisfy the following commutation relations for all $k$ and $l$

$$
\begin{equation*}
R_{0}^{+}(l) R_{0}^{+}(k)=u(k-l) R_{0}^{+}(k) R_{0}^{+}(l), \tag{54}
\end{equation*}
$$

$\boldsymbol{R}_{0}(l) R_{0}(k)=u(k-l) R_{0}(k) R_{0}(l)$,
$R_{0}(k) R_{0}{ }^{+}(l)=u(k-l) R_{0}{ }^{+}(l) R_{0}(k)+2 \pi \delta(k-l)$.

Proof: We have, by (48)

$$
\begin{align*}
& R_{0}(k) R_{0}^{+}(l)=A_{0}(k) b_{0}(k) b_{0}^{+}(l) A_{0}^{+}(l),  \tag{57}\\
& R_{0}^{+}(l) R_{0}(k)=b_{0}^{+}(l) A_{0}^{+}(l) A_{0}(k) b_{0}(k) . \tag{58}
\end{align*}
$$

Interchanging $A_{0}^{+}(l)$ with $A_{0}(k)$ on the right-hand side of (58) and assuming that $k \neq l$ we use the commutation relations of Proposition 1 to get

$$
\begin{align*}
R_{0}^{+} & (l) R_{0}(k) \\
& =[\xi(l-k) /|\xi(l-k)|]^{2} A_{0}(k) b_{0}^{+}(l) b_{0}(k) A_{0}^{+}(l) \\
& =u(k-l)^{-1} A_{0}(k) b_{0}^{+}(l) b_{0}(k) A_{0}^{+}(l) \tag{59}
\end{align*}
$$

Since $u(t)$ is continuous at $t=0$, (59) extends, by continuity, to all $k$ and $l$. The canonical commutation relations (3) for $b_{0}(k), b_{0}^{+}(l)$ yield

$$
\begin{align*}
R_{0}^{+}(l) R_{0}(k)= & u(k-l)^{-1} A_{0}(k) b_{0}(k) b_{0}^{+}(l) A_{0}^{+}(l) \\
& -2 \pi \delta(k-l) u(k-l)^{-1} A_{0}(k) A_{0}^{+}(l) \tag{60}
\end{align*}
$$

Since $u(0)=-1$ and $A_{0}(k) A_{0}^{+}(k)=1,(60)$ becomes $R_{0}{ }^{+}(l) R_{0}(k)=u(k-l)^{-1} R_{0}(k) R_{0}^{+}(l)+2 \pi \delta(k-l)$,
which is equivalent to (56). Equation (54) is proved by an analogous but simpler computation which we leave to the reader and (55) follows from (54).

Theorem 2: The operators $R(k), R^{+}(l)$ satisfy the commutation relations
$R^{+}(l) R^{+}(k)=u(k-l) R^{+}(k) R^{+}(l)$,
$R(l) R(k)=u(k-l) R(k) R(l)$,
$R(k) R^{+}(l)=u(k-l) R^{+}(l) R(k)+2 \pi \delta(k-l) 1_{a c}$.

Proof: By (46) and (47), $R(k) R^{+}(l)$ $=Q R_{0}(k) R_{0}^{+}(l) Q^{-1}$ which, by (56), is equal to

$$
\begin{aligned}
& Q\left[u(k-l) R_{0}^{+}(l) R_{0}(k)+2 \pi \delta(k-l)\right] Q^{-1} \\
&=u(k-l) Q R_{0}^{+}(l) Q^{-1} Q R_{0}(k) Q^{-1} \\
& \quad+2 \pi \delta(k-l) Q Q^{-1} \\
&=u(k-l) R^{+}(l) R(k)+2 \pi \delta(k-l) Q Q^{-1}
\end{aligned}
$$

Since $Q^{-1}=Q^{*}$ is the left inverse of $Q, Q Q^{-1}$ is equal to the orthogonal projection on the range of $Q$ which is $\mathscr{H}_{a c}$. Thus $Q Q^{-1}=1_{a c}$. This proves (64). Proofs of (62) and (63) are analogous but simpler and we leave them to the reader.

Corollary 3: For $c>0$ (the repulsive case) the operators $R^{+}(k), R(l)$ satisfy

$$
\begin{equation*}
R(k) R^{+}(l)=u(k-l) R^{+}(l) R(k)+2 \pi \delta(k-l) \tag{65}
\end{equation*}
$$

Proof: For $c>0$ the Hamiltonian $H$ has a purely absolutely continuous spectrum, ${ }^{12}$ i.e., $1_{a c}=1$ and (64) becomes (65).

## IV. SCATTERING STATES

It is obvious that the operators $R^{+}(k)$ create BAE in some particular normalization. We show in this section that $R^{+}(k)$ are the creation operators for the scattering states $f_{\text {in }}(\cdot \mid k)$ and $f_{\text {out }}(\cdot \mid k)$ of the Hamiltonian $H$. Some of the equations below have been obtained earlier using the quantum IST approach (see, e.g., Ref. 11). The purpose of this section is to derive these results using the more rigorous technique of intertwining operators.

Recall (see, e.g., Ref. 9) that for any $k=\left(k_{1}>\cdots>k_{N}\right)$, the scattering states $f_{\text {in }}(\cdot \mid k)$ and $f_{\text {out }}(\cdot \mid k)$ are given by

$$
\begin{align*}
\left.f_{\text {in }}(x \mid k)\right|_{c_{+}}= & (N!)^{-1 / 2}\left[\exp \left(V-1\left\langle w_{0} k \mid x\right\rangle\right)\right. \\
& \left.+\sum_{w \neq w_{0}} d(w, k) \exp (V-1\langle w k \mid x\rangle)\right]  \tag{66}\\
\left.f_{\text {out }}(x \mid k)\right|_{c_{+}}= & (N!)^{-1 / 2}[\exp (V-1\langle k \mid x\rangle) \\
& \left.+\sum_{w \neq 1} c(w, k) \exp (V-1\langle w k \mid x\rangle)\right] \tag{67}
\end{align*}
$$

where $w_{0}$ is the longest permutation of $N$ symbols. For any $k=\left(k_{1}>\cdots>k_{N}\right)$ the states $f_{\text {in }}(\cdot \mid k)$ and $f_{\text {out }}(\cdot \mid k)$ are proportional and

$$
\begin{equation*}
f_{\text {out }}(\cdot \mid k)=S\left(k_{1}, \ldots, k_{N}\right) f_{\text {in }}(\cdot \mid k) \tag{68}
\end{equation*}
$$

where $S\left(k_{1}, \ldots, k_{N}\right)$ is the phase shift. We denote by $|0\rangle$ the vacuum vector.

Theorem 3: (i) Let $k_{1}>\cdots>k_{N}$ be arbitrary. Then

$$
\begin{align*}
& R^{+}\left(k_{1}\right) \cdots R^{+}\left(k_{N}\right)|0\rangle=f_{\text {out }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right)  \tag{69}\\
& R^{+}\left(k_{N}\right) \cdots R^{+}\left(k_{1}\right)|0\rangle=f_{\text {in }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \tag{70}
\end{align*}
$$

(ii) For any $k_{1}>\cdots>k_{N}$ and any $k$,

$$
\begin{align*}
& R(k) f_{\text {out }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \\
& = \\
& =2 \pi \sum_{i=1}^{N} u\left(k-k_{1}\right) \cdots u\left(k-k_{i-1}\right) \delta\left(k-k_{i}\right)  \tag{71}\\
& \quad \times f_{\text {out }}\left(\cdot \mid k_{1}, \ldots, \hat{k}_{i}, \ldots, k_{N}\right) .
\end{align*}
$$

Proof: Equation (69) is trivially true if $N=1$ and we prove it by induction on $N$. By the inductive assumption

$$
\begin{equation*}
R^{+}\left(k_{2}\right) \cdots R^{+}\left(k_{N}\right)|0\rangle=f_{\text {out }}\left(\cdot \mid k_{2}, \ldots, k_{N}\right) \tag{72}
\end{equation*}
$$

Recall that $f(\cdot \mid k)$ are the BAE in the singular normalization (8). It is straightforward to check from (8) that for $k=\left(k_{1}>\cdots>k_{N}\right)$,

$$
\begin{align*}
f(\cdot \mid k) & =\left[\prod_{i<j} \zeta\left(k_{i}-k_{j}\right)\right] f_{\text {out }}(\cdot \mid k) \\
& =\left[\prod_{i<j} \bar{\xi}\left(k_{i}-k_{j}\right)\right] f_{\text {in }}(\cdot \mid k) \tag{73}
\end{align*}
$$

Thus by (72) and (73)

$$
\begin{aligned}
R^{+} & \left(k_{1}\right) \cdots R^{+}\left(k_{N}\right)|0\rangle \\
= & R^{+}\left(k_{1}\right) f_{\text {out }}\left(\cdot \mid k_{2}, \ldots, k_{N}\right) \\
= & R^{+}\left(k_{1}\right)\left[\prod_{2<i<j<N} \zeta^{-1}\left(k_{i}-k_{j}\right)\right] f\left(\cdot \mid k_{2}, \ldots, k_{N}\right) \\
= & {\left[\prod_{2<i<j<N} \zeta^{-1}\left(k_{i}-k_{j}\right)\right] b^{+}\left(k_{1}\right) a^{-1}\left(k_{1}\right) } \\
& \times f\left(\cdot \mid k_{2}, \ldots, k_{N}\right) \\
= & {\left[\prod_{2<i<j<N} \zeta^{-1}\left(k_{i}-k_{j}\right)\right] b^{+}\left(k_{1}\right) } \\
& \times\left[\prod_{p=2}^{N} \zeta^{-1}\left(k_{1}-k_{p}\right)\right] f\left(\cdot \mid k_{2}, \ldots, k_{N}\right) \\
= & {\left[\prod_{1<i<j<N} \zeta^{-1}\left(k_{i}-k_{j}\right)\right] b^{+}\left(k_{1}\right) f\left(\cdot \mid k_{2}, \ldots, k_{N}\right) } \\
= & {\left[\prod_{i<j} \zeta^{-1}\left(k_{i}-k_{j}\right)\right] f\left(\cdot \mid k_{1}, \ldots, k_{N}\right) } \\
= & f_{\text {out }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right),
\end{aligned}
$$

which proves (69). By (62)

$$
\begin{align*}
& \boldsymbol{R}^{+}\left(k_{N}\right) \cdots \boldsymbol{R}^{+}\left(k_{1}\right) \\
& \quad=\left[\prod_{i<j} u\left(k_{i}-k_{j}\right)\right] R^{+}\left(k_{1}\right) \cdots R^{+}\left(k_{N}\right) . \tag{74}
\end{align*}
$$

By (69), (73), and (53)

$$
\begin{aligned}
& R^{+}\left(k_{N}\right) \cdots R^{+}\left(k_{1}\right)|0\rangle \\
&= {\left[\prod_{i<j} u\left(k_{i}-k_{j}\right)\right] R^{+}\left(k_{1}\right) \cdots R^{+}\left(k_{N}\right)|0\rangle } \\
&= {\left[\prod_{i<j} u\left(k_{i}-k_{j}\right)\right] f_{\text {out }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) } \\
&= {\left[\prod_{i<j} u\left(k_{i}-k_{j}\right) \zeta^{-1}\left(k_{i}-k_{j}\right) \bar{\xi}\left(k_{i}-k_{j}\right)\right] } \\
& \times f_{\text {in }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right) \\
&= f_{\text {in }}\left(\cdot \mid k_{1}, \ldots, k_{N}\right),
\end{aligned}
$$

which proves (70). Equation (71) follows from (64) and (69) by a straightforward induction on $N$. We spare the details.

The following assertion was shown in the course of proof of Theorem 3.

Corollary 4: The phase shifts $S\left(k_{1}, \ldots, k_{N}\right)$ (68) for the delta-Bose gas Hamiltonian $H$ are given by

$$
\begin{equation*}
S\left(k_{1}, \ldots, k_{N}\right)=\prod_{i<j} u^{-1}\left(k_{i}-k_{j}\right) \tag{75}
\end{equation*}
$$

Equation (75), which is well known, means, in particular, that the $N$-body $S$ matrix of the delta-Bose gas factorizes into the product of two-body $S$ matrices $S(k-l)$ $=u^{-1}(k-l)$. Factorizable $S$ matrices have been much studied lately. ${ }^{14}$

## V. DISCUSSION AND CONCLUSION

Using the method of interwining operators we have rigorously obtained the commutation relations for the cre-ation-annihilation operators $R^{+}(k), R(l)$ much used in the literature on the quantum NLS and the quantum IST (Refs. $5,6,11,13,15$, and 16 ). These commutation relations depend on the coupling constant $c$ via the coefficient

$$
\begin{equation*}
u(k-l)=-\frac{c+V-1(k-l)}{c-\sqrt{ }-1(k-l)}=u_{c}(k-l) \tag{76}
\end{equation*}
$$

[see (53) and (62)-(64)]. The function $t \rightarrow u_{c}(t)$ behaves in a singular way in the $c \rightarrow 0$ limit. This fact together with $u_{c}(0)=-1$ led to speculations about the singular character of the zero coupling limit and about the "fermionic character" of the delta-Bose gas. ${ }^{13,15}$ As we have seen in the paper the "fermionic character" of the commutation relations (62)-(64) is due to the very peculiar normalization of the BAE creation operators $R^{+}(k)$. Moreover, the creationannihilation operators $\boldsymbol{R}_{0}^{+}(k), \boldsymbol{R}_{0}(l)$ for the free eigenstates satisfy the same "fermionic" commutation relations (54)-(56). Thus the "fermionic character" of the commutation relations has nothing to do with the "fermionic nature" of the delta-Bose gas.

Let us introduce another set of creation-annihilation operators for the BAE of the delta-Bose gas. Recall that $Q=P^{*-1}(P * P)^{1 / 2}$ is the normalized intertwining operator and that $b_{0}^{+}(k), b_{0}(l)$ are the creation-annihilation operators for the plane waves (4). Set
$\psi_{n}^{+}(k)=Q b_{0}^{+}(k) Q^{-1}, \quad \psi_{n}(k)=Q b_{0}(k) Q^{-1}$
be the normalized BAE creation-annihilation operators.
Theorem 4: (i) The operators $\psi_{n}(k), \psi_{n}^{+}(l)$ satisfy the commutation relations

$$
\begin{align*}
& {\left[\psi_{n}(k), \psi_{n}(l)\right]=\left[\psi_{n}^{+}(k), \psi_{n}^{+}(l)\right]=0,}  \tag{78}\\
& {\left[\psi_{n}(k), \psi_{n}^{+}(l)\right]=2 \pi \delta(k-l) 1_{a c} .} \tag{79}
\end{align*}
$$

In particular, for $c \geqslant 0, \psi_{n}(k), \psi_{n}^{+}(l)$ satisfy the standard commutation relations (3).
(ii) The operators $\psi_{n}^{+}(k)$ create the BAE $g\left(\cdot \mid k_{1}, \ldots, k_{N}\right)$ in the following normalization:
$\psi_{n}^{+}\left(k_{1}\right) \cdots \psi_{n}^{+}\left(k_{N}\right)|0\rangle$

$$
\begin{align*}
= & g\left(\cdot \mid k_{1}, \ldots, k_{N}\right)=(N!)^{-1 / 2} \sum_{w} w \\
& \times\left\{\left[\prod_{i<j} \frac{\zeta\left(k_{i}-k_{j}\right)}{\left|\zeta\left(k_{i}-k_{j}\right)\right|}\right] \exp (V-1\langle k \mid x\rangle)\right\} . \tag{80}
\end{align*}
$$

Proof: Assertion (i) follows immediately from unitarity (isometry for $c<0$ ) of $Q$ and (3). Assertion (ii) is proved by a straightforward induction on $N$. It is a special case of a general formula for the intertwining operators and the BAE [see Ref. 10, Eq. (2.31)].

Although $\psi_{n}^{+}(k), \psi_{n}(l)$ are creation-annihilation operators for the quantum NLS, there is nothing fermionic about their commutation relations (79) and it was shown in detail in Ref. 9 that their zero coupling limit is nonsingular.

To conclude, I hope that this paper helps to dispel some of the mysteries of the quantum NLS.
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# Unitary implementability of gauge transformations for the Dirac operator and the Schwinger term 
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Recent interest in external field problems led to the determination of the classes of unitarily implementable gauge, axial gauge, and chiral transformations for the Dirac operator on a finite interval. Various charge quantization conditions are obtained. The algebra of charge operators is worked out and the well-known Schwinger term is identified.

## I. INTRODUCTION

Since it was realized that fractional charged states may occur within quantum field theoretical models, ${ }^{1}$ the quantization of Fermi fields interacting with external solitonlike potentials was studied extensively. ${ }^{2}$ It was realized that not only the shape of the potential but also boundary conditions turn out to be essential.

In all the treatments of the external field problem, integral charged excited states occur, but the charge of the ground state may become fractional. It may be fixed using charge conjugation invariance ${ }^{1}$; one may calculate a spectral asymmetry ${ }^{3}$ or one may define an index in a suitable manner. ${ }^{4}$

On the other hand it has been realized that already a one-dimensional soliton potential compared to a constant external potential leads to unitarily inequivalent representations of the canonical anticommutation relations (CAR) (Ref. 5), which shows that comparing the ground state charges for such problems has to be done carefully (see Sec. IV).

In this paper we treat the "free" Dirac operator on a finite interval

$$
\begin{equation*}
i \frac{\partial}{\partial t} \Phi(t, x)=\sigma_{3} \frac{1}{i} \frac{\partial}{\partial x} \Phi(t, x) \tag{1.1}
\end{equation*}
$$

where $\Phi$ denotes a two-component spinor depending on $x \in[0,1]$ and time; the associated time independent Dirac equation is given by

$$
\begin{align*}
& (h \psi)(x)=\sigma_{3} \frac{1}{i} \frac{d}{d x} \psi(x)=\lambda \psi(x),  \tag{1.2}\\
& \Phi(t, x)=e^{-i \lambda t} \psi(x)
\end{align*}
$$

where we work in the Hilbert space $\mathscr{H}=L^{2}([0,1], d x)$ $\otimes \mathrm{C}^{2}$, with scalar product denoted by $\langle\cdot\rangle$. With the help of boundary conditions we simulate interactions. It is easy to see that the deficiency indices of $h$, on a domain of absolutely continuous (a.c.) functions with $h \psi \in \mathscr{H}$ and vanishing at the ends of the interval are (2,2); therefore there exists a fourparameter family of self-adjoint extensions. Introducing a unitary matrix $U$ allows to parametrize all extensions of $h$, denoted by $h_{U}$, by requiring that

$$
\begin{aligned}
& \binom{\psi_{1}(1)}{\psi_{2}(0)}=U\binom{\psi_{2}(1)}{\psi_{1}(0)}, \\
& U=e^{i \alpha}\left(\begin{array}{cc}
\cos \Theta e^{i \beta} & \sin \Theta e^{i \gamma} \\
\sin \Theta e^{-i \gamma} & -\cos \Theta e^{-i \beta}
\end{array}\right),
\end{aligned}
$$

with $0<\Theta<\pi, 0<\alpha, \beta, \gamma<2 \pi$. Here $h_{U}$ is defined by the symbol (1.2) with the domain of definition given by

$$
\begin{equation*}
\mathscr{D}_{U}=\{\psi \in \mathscr{H} \mid \psi \text { a.c., } h \psi \in \mathscr{H}, \psi \text { fulfills (1.3) }\} \tag{1.4}
\end{equation*}
$$

Solving (1.2) with boundary condition (1.3) is trivial and leads to a spectrum $\left\{\lambda_{n}{ }^{j}\right\}, n \in Z, j=1,2$, and to associated eigensolutions $\left(\xi_{n, 1}^{j}(x), \xi_{n, 2}^{j}(x)\right)$ :

$$
\begin{align*}
& \lambda_{n}^{j}=\alpha-\sigma_{j} \epsilon+2 \pi n, \quad \sigma_{j}=+1 \text { for } j=1, \\
& \sigma_{j}=-1 \text { for } j=2,  \tag{1.5}\\
& \xi_{n, a}^{j}(x)=f^{j}{ }_{a} e^{i \sigma_{d} \lambda_{n}^{\prime} x}, \quad a=1,2
\end{align*}
$$

with $\cos \epsilon=\sin \Theta \cos \gamma, 0 \leqslant \epsilon \leqslant \pi$ and the $f^{j}{ }_{a}$ fulfill

$$
\left(\begin{array}{cc}
e^{i \mu_{0}{ }^{f}}-\sin \Theta e^{i(\alpha+\gamma)} & -\cos \Theta e^{i\left(\alpha+\beta-\lambda_{0}\right)}  \tag{1.6}\\
\cos \Theta e^{i(\alpha-\beta)} & 1-\sin \Theta e^{i\left(\alpha-\gamma-\lambda_{0}{ }^{\prime}\right)}
\end{array}\right)\binom{f_{1}^{j}}{f^{j}}=0 .
$$

Let us remark that a suitable defined ground state charge is given by $\alpha / \pi$ and varies therefore continuously with $\alpha$ (Ref. 6).

Above we have obtained a four-parameter family of solvable Dirac operators for which we may define projection operators onto the positive and negative energy parts

$$
\begin{align*}
& P_{+}(x, y)=\sum_{\lambda_{n}^{j}>0} \xi_{n}^{j}(x) \xi_{n}^{j^{*}}(y)  \tag{1.7}\\
& P_{-}(x, y)=\sum_{\lambda_{n}^{j}<0} \xi_{n}^{j}(x) \xi_{n}^{j}(y)
\end{align*}
$$

We note that in all of what follows we may shift the zero in energy by a finite amount without changing any conclusion. This will be used later on in order to obtain a suitable expression for the kernels of projection operators.

Starting from the one particle space $\mathscr{H}$ and the $C^{*}$ algebra $\mathscr{A}$ generated by operators $a(f)$ and $a^{\dagger}(f)$ with $f \in \mathscr{H}$ and obeying the CAR

$$
\begin{align*}
& a(f) a(g)+a(g) a(f)=0 \\
& a(f) a^{\dagger}(g)+a^{\dagger}(g) a(f)=\langle f, g\rangle, \quad f, g \in \mathscr{H} \tag{1.8}
\end{align*}
$$

we may study quasifree states over that algebra, which are determined with the help of the projection $P_{+}$:

$$
\begin{align*}
\omega_{P_{+}} & \left(a\left(f_{n}\right) \cdots a\left(f_{1}\right) a^{\dagger}\left(g_{1}\right) \cdots a^{\dagger}\left(g_{m}\right)\right) \\
& =\delta_{n m} \operatorname{det}\left\langle f_{i}, P_{+} g_{j}\right\rangle . \tag{1.9}
\end{align*}
$$

From Ref. 7 we know that the Gel'fand-Naimark-Segal
(GNS) representation $\pi_{P_{+}}$corresponding to the state $\omega_{P_{+}}$is irreducible, since $0 \leqslant P_{+} \leqslant 1$. We know furthermore that two representations $\pi_{P_{+}}$and $\pi_{P_{+}}$are unitarily equivalent iff $P_{+} P_{-}^{\prime}$ and $P_{-}^{\prime} P_{+}^{\prime}$ belong to $\mathscr{B}_{2}(\mathscr{H})$, the set of HilbertSchmidt operators over $\mathscr{H}$.

Our first task is to check whether different representations defined above are unitarily equivalent. For this problem and the following we shall need the following lemma.

Lemma. Let $h_{U}$ be a particular self-adjoint extension of $h$ with domain $\mathscr{D}_{U}$ [Eqs. (1.3) and (1.4)] and eigenvalues $\lambda_{p}{ }^{j}$ and eigensolutions $\xi_{p}{ }^{j}(x)$ [Eqs. (1.5) and (1.6)]. Let $q$ denote a quadratic form defined by

$$
\begin{equation*}
q(\chi, \psi)=\sum_{j, p} \lambda_{p}^{j}\left\langle\chi, \xi_{p}^{j}\right\rangle\left\langle\xi_{p}^{j}, \psi\right\rangle, \quad \chi, \psi \in Q(q) \tag{1.10}
\end{equation*}
$$

and form domain $Q(q)$

$$
\begin{equation*}
Q(q)=\left\{\left.\psi \in \mathscr{H}\left|\sum_{j, p}\right| \lambda_{p}{ }^{j}| |\left\langle\xi_{p}{ }^{j}, \psi\right\rangle\right|^{2}<\infty\right\} \tag{1.11}
\end{equation*}
$$

Then we deduce that

$$
\begin{equation*}
Q(q) \cap\{\psi \in \mathscr{H} \mid \psi \text { a.c., } h \psi \in \mathscr{H}\}=\mathscr{D}_{U} \tag{1.12}
\end{equation*}
$$

or equivalently if $\psi \in \mathscr{H}$ is a.c. and $h \psi \in \mathscr{H}$ then

$$
\begin{align*}
& \sigma_{N}=\sum_{j, p=0}^{N} \lambda_{p}^{j}\left|\left\langle\xi_{p}{ }^{j}, \psi\right\rangle\right|^{2}  \tag{1.13}\\
& \lim _{N \rightarrow \infty} \sigma_{N}=\sigma<\infty \text { iff } \psi \in \mathscr{D}_{U}
\end{align*}
$$

Proof: (a) Take first $\psi \in \mathscr{D}_{U}$ and note that finiteness of

$$
\begin{aligned}
\|\psi\|^{2} & =\sum_{j, p}\left|\left\langle\xi_{p}{ }^{j}, \psi\right\rangle\right|^{2}<\infty \text { and }\left\|h_{U} \psi\right\|^{2}=\|h \psi\|^{2} \\
& =\sum_{j, p}\left|\lambda_{p}{ }^{j}\right|^{2}\left|\left\langle\xi_{p}^{j}, \psi\right\rangle\right|^{2}<\infty
\end{aligned}
$$

together with the Cauchy-Schwarz inequality proves finiteness of $\sigma$.
(b) Assume $\psi$ is a.c. and $h \psi \in \mathscr{H}$, but $\psi \notin \mathscr{D}_{U}$ does not fulfill the boundary condition (1.3). We get

$$
\begin{aligned}
& \left\langle\xi_{p}{ }^{j}, h \psi\right\rangle=\lambda_{p}{ }^{j}\left\langle\xi_{p}{ }^{j}, \psi\right\rangle-c_{j}, \quad c_{j}=i\left(A^{j+} A-B^{j+} B\right), \\
& A^{j}=\left(\xi_{0,1}^{j}(1), \xi_{0,2}^{j}(0)\right), \quad B^{j}=\left(\xi_{0,2}^{j}(1), \xi_{0,1}^{j}(0)\right), \\
& A=\left(\psi_{1}(1), \psi_{2}(0)\right), \quad B=\left(\psi_{2}(1), \psi_{1}(0)\right),
\end{aligned}
$$

where $c_{j}$ is independent of $p$ and $c_{j} \neq 0$ at least for one $j$. From the assumed finiteness of $\|h \psi\|$ we conclude that

$$
\lambda_{p}^{j}\left\langle\xi_{p}^{j}, \psi\right\rangle \underset{|p| \rightarrow \infty}{\rightarrow} c_{j} \neq 0 .
$$

As a consequence $\lambda_{N}{ }^{j}\left|\left\langle\xi_{N}{ }^{j}, \psi\right\rangle\right|^{2}$ goes like $1 / N$ for $N$ large and $\sigma_{N}$ diverges with $N \rightarrow \infty$.

Next we are ready to check the conditions implying inequivalence of different representations and state our first result.

Theorem 1: The representations $\pi_{P_{+}}$and $\pi_{P_{+}^{\prime}}$ of the CAR, obtained from states $\omega_{P_{+}}$and $\omega_{P_{+}^{\prime}}$ via the GNS construction are unitarily equivalent iff $U=U^{\prime}$; which means iff the self-adjoint extensions are identical.

Proof: Let $P_{+}, P_{-}$and $P_{+}^{\prime}, P^{\prime}$ be the projection operators of Eqs. (1.7) corresponding to unitary matrices $U$ and $U^{\prime}$. From the kernel representions we get
$\operatorname{Tr} P^{\prime}-P_{+}=\sum_{j, k} \Theta(-m-1) \Theta(n)\left|\left\langle\xi_{n}{ }^{j}, \mathcal{F}_{m}^{\prime k}\right\rangle\right|^{2}$
and finiteness of (1.14) implies that $P^{\prime} P_{+} \in \mathscr{B} \mathscr{B}_{2}(\mathscr{H})$. Note that we have chosen the zero of energy such that $\left\langle\xi_{n}{ }^{j}, P_{+} \xi_{m}{ }^{k}\right\rangle=\delta_{j k} \delta_{n m} \Theta(n)$ and similarly for $P^{\prime}$. .

Changing the summation variables leads to

$$
\begin{equation*}
\operatorname{Tr} P^{\prime} P_{+}=\sum_{\substack{j, k \\ p>0}} p\left|\left\langle\xi_{p}{ }^{j}, \xi_{0}^{\prime k}\right\rangle\right|^{2} \tag{1.15}
\end{equation*}
$$

From the Lemma [Eq. (1.13)] we deduce finiteness iff $\xi_{0}^{\prime k} \in \mathscr{D}_{U}$ for $k=1,2$, which means that $A^{\prime k}=U B^{\prime k}$ for $k=1,2$ with $A^{\prime k}=\left(\xi_{0,1}^{\prime k}(1), \xi_{0,2}^{\prime k}(0)\right)$ and $B^{\prime k}=\left\{\xi_{0,2}^{\prime k}(1)\right.$, $\left.\xi_{0,1}^{\prime k}(0)\right)$. On the other hand, $A^{\prime k}=U^{\prime} B^{\prime k}$ for $k=1,2$ is assumed. Since $\xi_{0}^{\prime k}(x)$ for $k=1,2$ are orthonormal in $\mathscr{H}$ it follows that $A^{\prime 1}$ is orthonormal in $C^{2}$ to $A^{\prime 2}$ and $B^{\prime 1}$ to $B^{\prime 2}$, too, which implies that $U=U^{\prime}$.

## II. IMPLEMENTABILITY OF GAUGE TRANSFORMATIONS

Let $G$ be a group acting on $\mathscr{H}$ by unitary operators $\left\{V_{\alpha}\right.$, $\alpha \in G\}$, and let $\tau_{\alpha}$ be the unique * automorphism of the algebra $\mathscr{A}$, which reduces to $V_{\alpha}$ on the one-particle operators $a(f)$,

$$
\begin{equation*}
\tau_{\alpha} a(f)=a\left(V_{\alpha} f\right), \quad \forall f \in \mathscr{H} \tag{2.1}
\end{equation*}
$$

In order to have the automorphism $\tau_{\alpha}$ to be implemented in the GNS representation corresponding to the state (1.9), there must exist a unitary operator $\Gamma\left(V_{\alpha}\right)$ acting on the Hilbert space $\mathscr{F}$ of the GNS construction (being the antisymmetric Fock space $\mathscr{F}$ over $\mathscr{H}$ ), such that

$$
\begin{equation*}
\pi_{P_{+}}\left(\tau_{\alpha}(a)\right)=\Gamma\left(V_{\alpha}\right) \pi_{P_{+}}(a) \Gamma\left(V_{\alpha}\right)^{-1} \tag{2.2}
\end{equation*}
$$

Therefore it is necessary that the two representations determined by $P_{+}$and by $V_{\alpha} P_{+} V_{\alpha}^{-1}$ are unitarily equivalent, which is true iff ${ }^{8}$

$$
\begin{equation*}
X_{\alpha}=P_{+}-V_{\alpha} P_{+} V_{\alpha}^{-1} \in \mathscr{B}_{2}(\mathscr{H}) \tag{2.3}
\end{equation*}
$$

The map $\alpha \rightarrow X_{\alpha}$ is a $\mathscr{B}_{2}(\mathscr{H})$ valued one-cocycle for $G$, which obeys the cocycle condition

$$
\begin{equation*}
V_{\alpha} X_{\beta} V_{\alpha}^{-1}=X_{\alpha \beta}-X_{\alpha} \tag{2.4}
\end{equation*}
$$

Following Ref. 8 one may define one coboundaries as maps $G \rightarrow \mathscr{B}_{2}(\mathscr{H})$ of the form $X_{\alpha}=C-V_{\alpha} C V_{\alpha}^{-1}$ with $C \in \mathscr{B}_{2}(\mathscr{H})$, and the first Hilbert-Schmidt cohomology group of $G$ relative to the representation $V_{\alpha}$ as the vector space of cocycles obeying (2.4) modulo coboundaries.

We remark that extensive work has been done on the question of implementing gauge transformations for the free massive or massless Dirac operator on the full line. ${ }^{9-11}$ Recently we have been dealing with similar questions for certain external field problems on the line. ${ }^{12}$

Typically we shall consider gauge, axial gauge, or chiral transformations of the form

$$
V_{\phi}=\left(\begin{array}{cc}
e^{i \phi_{1}(x)} & 0  \tag{2.5}\\
0 & e^{i \phi_{2}(x)}
\end{array}\right)
$$

where we always assume $\phi_{i}(x)$ to be $C^{1}$. Note that condition (2.3) and the analog for $P_{-}$are equivalent to the conditions

$$
\begin{equation*}
P_{+} V_{\phi} P_{-} \in \mathscr{B}_{2}(\mathscr{H}) \quad \text { and } \quad P_{-} V_{\phi} P_{+} \in \mathscr{B}_{2}(\mathscr{H}) \tag{2.6}
\end{equation*}
$$

since

$$
\begin{aligned}
\operatorname{Tr} P V P^{\perp} V^{-1} P & =\operatorname{Tr}\left(P-P V P V^{-1}\right) \\
& =\frac{1}{2} \operatorname{Tr}\left(P-V P V^{-1}\right)\left(P-V P V^{-1}\right)
\end{aligned}
$$

holds for any projection operator $P$. Therefore we shall study the group

$$
\begin{align*}
& \mathscr{G}=\left\{V_{\phi} \mid V_{\phi} \text { unitary, } P_{+} V_{\phi} P_{-} \in \mathscr{B}_{2}(\mathscr{H}),\right. \\
& \left.P_{-} V_{\phi} P_{+} \in \mathscr{B}_{2}(\mathscr{H})\right\} \tag{2.7}
\end{align*}
$$

similarly to Ref. 9 one can equip $\mathscr{G}$ with a topology and results on the connected components of $\mathscr{G}$ and their relation to the Fredholm index of $P_{+} V_{\phi} P_{+}$apply to our case as well. In the following we shall determine necessary and sufficient conditions on $\phi_{1}(x)$ and $\phi_{2}(x)$ such that the local transformations are implementable.

We will find it convenient to distinguish three kinds of boundary conditions:
(A) $\Theta=\pi / 2$,
(B) $\Theta=0$,
(C) $\Theta \neq 0, \pi / 2$.

Case (A) corresponds to two uncoupled modes, case (B) means coupling the modes independently at the ends of the interval; and case (C) means mixed boundary conditions.

Case (A) opposed to (B) and (C) differs already if one takes rigid transformations

$$
\widetilde{V}_{\phi}=\left(\begin{array}{cc}
e^{i \phi_{1}} & 0  \tag{2.8}\\
0 & e^{i \phi_{2}}
\end{array}\right), \quad \phi_{i} \in \mathbf{R}
$$

Invariance is implied in case (A) for any value of $\phi_{1}$ and $\phi_{2}$, while for cases (B) and (C) $\phi_{1}$ has to be equal to $\phi_{2} \bmod 2 \pi$.

Theorem 2: $V_{\phi}$ of Eq. (2.5) is unitary implementable in the representation $\pi_{p_{+}}$iff $\phi_{1}(x)$ and $\phi_{2}(x)$ fulfill the following boundary conditions:

$$
\begin{aligned}
&(\mathrm{A}) \phi_{1}(1)= \phi_{1}(0)+2 m \pi, \quad \phi_{2}(1)=\phi_{2}(0)+2 n \pi \\
& m, n \in Z
\end{aligned}
$$

(B) $\phi_{1}(1)=\phi_{2}(1)+2 m \pi, \quad \phi_{1}(0)=\phi_{2}(0)+2 n \pi$, $m, n \in Z$,
(C) $\phi_{1}(1)=\phi_{1}(0)+2 m \pi, \quad \phi_{2}(1)=\phi_{2}(0)+2 n \pi$,

$$
\begin{aligned}
& m, n \in Z \\
\phi_{1}(1)= & \phi_{2}(1)+2 p \pi \\
\phi_{1}(0)= & \phi_{2}(0)+2(p+n-m) \pi, \quad p \in Z
\end{aligned}
$$

Proof: In order to fulfill (2.6) we require finiteness of

$$
\begin{equation*}
\kappa=\operatorname{Tr}\left(P_{+} V_{\phi} P_{-} V_{\phi}^{-1} P_{+}\right)<\infty \tag{2.9}
\end{equation*}
$$

In the basis of orthogonal eigenfunctions (1.5) we get for the kernel $K$ of $P_{+} V_{\phi} P_{-}$:

$$
\begin{align*}
K(x, y)= & \sum_{j, m ; n, k} \xi_{m}^{j}(x) \Theta(m) \Theta(-n-1)\left\langle\xi_{m}{ }^{j}, V_{\phi} \xi_{n}{ }^{k}\right\rangle \\
& \times \xi_{n}{ }^{k}(y) \tag{2.10}
\end{align*}
$$

From (2.10) we get for $\kappa$

$$
\begin{align*}
\kappa & =\sum_{j, m ; n, k} \Theta(m) \Theta(-n-1)\left|\left\langle\xi_{m}^{j}, V_{\phi} \xi_{n}^{k}\right\rangle\right|^{2} \\
& =\sum_{j, k ; p>0} p\left|\left\langle\xi_{p}^{j}, V_{\phi} \xi_{0}^{k}\right\rangle\right|^{2} \tag{2.11}
\end{align*}
$$

where again a change of the summation variable has been made. As in Theorem 1 we use next the lemma to conclude that $\kappa<\infty$ iff $V_{\phi} \xi_{0}{ }^{k} \in \mathscr{D}_{U}$ for $k=1,2$.

## Define

$$
\begin{array}{ll}
A^{k}=\left(\xi_{0,1}^{k}(1), \xi_{0,2}^{k}(0)\right), & B^{k}=\left(\xi_{0,2}^{k}(1), \xi_{0,1}^{k}(0)\right), \\
V_{A}=\left(\begin{array}{cc}
e^{i \phi_{1}(1)} & 0 \\
0 & e^{i \phi_{2}(0)}
\end{array}\right), \quad V_{B}=\left(\begin{array}{cc}
i \phi_{2}(1) & 0 \\
0 & e^{i \phi_{1}(0)}
\end{array}\right) \tag{2.12}
\end{array}
$$

From orthonormality of $\xi_{0}{ }^{k}(x)$ in $\mathscr{H}$ we deduce orthonormality of $A^{1}$ to $A^{2}$ and $B^{1}$ to $B^{2}$ in $\mathbb{C}^{2}$. Rewriting the requirements $\xi_{0}{ }^{k} \in \mathscr{D}_{U}$ and $V_{\phi} \xi_{0}{ }^{k} \in \mathscr{D}_{U}$, means that $A^{k}=U B^{k}$ and $V_{A} A^{k}=U V_{B} B^{k}$ for $k=1,2$ and therefore $V_{A} U=U V_{B}$. Inserting (1.3) yields the stated boundary conditions.

Remark: From Theorem 2 it is trivial to deduce boundary conditions for gauge and axial gauge transformations and chiral transformations

$$
\begin{align*}
& V_{\phi}=\left(\begin{array}{cc}
e^{i \phi(x)} & 0 \\
0 & e^{i \phi(x)}
\end{array}\right), \quad V_{\phi_{S}}=\left(\begin{array}{cc}
e^{i \phi(x)} & 0 \\
0 & e^{-i \phi(x)}
\end{array}\right), \\
& V_{\phi_{L}}=\left(\begin{array}{cc}
e^{i \phi(x)} & 0 \\
0 & 1
\end{array}\right), \quad V_{\phi_{R}}=\left(\begin{array}{cc}
1 & 0 \\
0 & e^{i \phi(x)}
\end{array}\right), \tag{2.13}
\end{align*}
$$

which we summarize in Table I (where $m, n \in Z$ ). Gauge transformations in case (B) are special. The fact that we get no restriction on $\phi$ means that we also have invariance for rigid transformations.

## III. SCHWINGER TERM

In this section we shall treat the Schwinger term for our problem and follow the work of Lundberg. ${ }^{13}$ We start as in Ref. 9 with the uniformly continuous one-parameter group of unitary transformations

$$
V_{s \underline{u}}=\left(\begin{array}{cc}
e^{i s u_{1}(x)} & 0  \tag{3.1}\\
0 & e^{i s u_{2}(x)}
\end{array}\right), \quad s \in \mathbb{R},
$$

and define self-adjoint generators $j_{u}$,

TABLE 1. Boundary values for gauge, axial gauge, and chiral transformations implying that the transformations are unitarily implementable.

| Case | $V_{\phi}$ | $V_{\phi,}$ | $V_{\phi_{L}}$ | $V_{\phi_{R}}$ |
| :--- | :--- | :--- | :--- | :--- |
| (A) | $\phi(1)=\phi(0)+2 \pi m$ | $\phi(1)=\phi(0)+2 \pi m$ | $\phi(1)=\phi(0)+2 \pi m$ | $\phi(1)=\phi(0)+2 \pi m$ |
| (B) | no restriction on $\phi$ | $\phi(0)=m \pi$, | $\phi(0)=2 \pi m$, | $\phi(0)=2 \pi m$, |
|  |  | $\phi(1)=n \pi$, | $\phi(1)=2 \pi n$, | $\phi(1)=2 \pi n$, |
| (C) | $\phi(1)=\phi(0)+2 \pi m$ | $\phi(0)=m \pi$, | $\phi(1)=2 \pi n$ | $\phi(0)=2 \pi m$ |
|  |  | $\phi(1)=(m+2 n) \pi$ |  |  |

$$
j_{\underline{u}}=\left(\begin{array}{cc}
u_{1}(x) & 0  \tag{3.2}\\
0 & u_{2}(x)
\end{array}\right)
$$

such that $V_{s \underline{u}}=\exp \left(i s j_{\underline{u}}\right), V_{s \underline{u}}$ is implementable for all $s \in \mathbb{R}$ iff $P_{+} j_{\underline{u}} P_{-} \in \mathscr{B}_{2}(\mathscr{H})$. The operators $\Gamma\left(V_{s \underline{u}}\right)$ form then a strongly continuous one parameter group of unitaries on $\mathscr{F}$, and there exists by Stones theorem a generator $J_{\underline{u}}$ such that

$$
\begin{equation*}
\Gamma\left(V_{s \underline{u}}\right)=e^{i s J_{\underline{u}}} \tag{3.3}
\end{equation*}
$$

In the next theorem we shall quote first conditions on $u_{i}(x)$ such that the Hilbert-Schmidt criterion is fulfilled, and second, evaLuate the commutator algebra, which following Ref. 13 is given by

$$
\begin{equation*}
i\left[J_{\underline{u}}, J_{\underline{w}}\right]=-2 \operatorname{Im} \operatorname{Tr}\left(P_{-} j_{\underline{u}} P_{+} j_{\underline{w}}\right)=S_{\underline{u} \underline{w}} \tag{3.4}
\end{equation*}
$$

Theorem 3: (a) $P_{+} j_{\underline{u}} P_{-} \in \mathscr{B}_{2}(\mathscr{H})$ iff $u_{i}(x)$ fulfill the following conditions:
(A) $u_{1}(1)=u_{1}(0)$ and $u_{2}(1)=u_{2}(0)$,
(B) $u_{2}(0)=u_{1}(0)$ and $u_{2}(1)=u_{1}(1)$,
(C) $u_{1}(1)=u_{1}(0), \quad u_{2}(1)=u_{2}(0)$ and $u_{2}(0)=u_{1}(0), \quad u_{2}(1)=u_{1}(1)$.
(b) If $P_{+} j_{\underline{u}} P_{-}$and $P_{+} j_{\underline{w}} P_{-} \in \mathscr{B}_{2}(\mathscr{H})$, we obtain for the Schwinger term [Eq. (3.4)] explicitly

$$
\begin{equation*}
S_{\underline{u m}}=\frac{1}{2 \pi} \int_{0}^{1} d x\left(u_{1}(x) w_{1}^{\prime}(x)-u_{2}(x) w_{2}^{\prime}(x)\right) . \tag{3.5}
\end{equation*}
$$

Proof: (a) We follow the proof of Theorem 2 and get

$$
\begin{equation*}
\operatorname{Tr}\left(P_{+} j_{\underline{u}} P_{-} j_{\underline{u}}\right)=\sum_{\substack{j, k \\ p>0}} p\left|\left\langle\xi_{p}{ }^{j}, j_{\underline{u}} \xi_{0}{ }^{k}\right\rangle\right|^{2} \tag{3.6}
\end{equation*}
$$

According to the lemma we get finiteness in (3.6) iff $j_{\underline{u}} \xi_{0}{ }^{k} \in \mathscr{D}_{U}$ for $k=1,2$. Similar reasoning as in Theorem 2 applies now replacing $\exp \left(i \phi_{i}(x)\right)$ by $u_{i}(x)$.
(b) From the kernel representation,

$$
\begin{align*}
\left(P_{-}^{j_{u}} P_{+}\right)(x, y)= & \sum_{m, j, n, k} \xi_{m}^{j}(x) \Theta(n) \Theta(-m-1) \\
& \times\left\langle\xi_{m}^{j}, j_{\underline{u}} \xi_{n}{ }^{k}\right\rangle \xi_{n}{ }^{k *}(y), \tag{3.7}
\end{align*}
$$

we first obtain

$$
\begin{equation*}
\operatorname{Tr}\left(P_{-j_{\underline{u}}} P_{+} j_{\underline{w}}\right)=\sum_{\substack{j, k \\ p>0}} p\left\langle\xi_{-p}^{j}, j_{\underline{u}} \xi_{0}^{k}\right\rangle\left\langle j_{w} \xi_{0}^{k}, \xi_{-p}^{j}\right\rangle \tag{3.8}
\end{equation*}
$$

and second, by a change of summation index,

$$
\begin{equation*}
S_{\underline{u} \underline{u}}=i \sum_{k_{k}, p} p\left\langle j_{\underline{j_{2}}} \xi_{0}{ }^{k} \xi_{p}{ }^{j}\right\rangle\left\langle\xi_{p}{ }^{j}, j_{\underline{w}} \xi_{0}{ }^{k}\right\rangle \tag{3.9}
\end{equation*}
$$

is obtained using (3.4). Since $\lambda_{p}{ }^{j}=2 \pi p+\alpha-\sigma_{j} \epsilon$ we may rewrite (3.9) as

$$
\begin{align*}
S_{\underline{u} \underline{u}}= & \frac{i}{2 \pi} \sum_{k}\left\{\left\langle j_{\underline{u}} \xi_{0}^{k}, h j_{w} \xi_{0}^{k}\right\rangle\right. \\
& \left.-\left(\alpha-\sigma_{k} \epsilon\right)\left\langle j_{\underline{u}} \xi_{0}^{k}, j_{\underline{u}} \xi_{0}^{k}\right\rangle\right\} \tag{3.10}
\end{align*}
$$

and finally get (3.5) after straightforward calculations.
Remark: It is trivial to discuss special cases like

$$
\begin{align*}
& j_{u}=\left(\begin{array}{cc}
u(x) & 0 \\
0 & u(x)
\end{array}\right), \quad j_{u_{s}}=\left(\begin{array}{cc}
u(x) & 0 \\
0 & -u(x)
\end{array}\right), \\
& j_{u_{L}}=\left(\begin{array}{cc}
u(x) & 0 \\
0 & 0
\end{array}\right), \quad j_{u_{R}}=\left(\begin{array}{cc}
0 & 0 \\
0 & u(x)
\end{array}\right) ; \tag{3.11}
\end{align*}
$$

results are listed in Table II.
Remark: Similar as in Ref. 14 we may identify the formal Wick-ordered fermion currents with the generators $J_{\underline{u}}$ and introduce the time zero fermion field as

$$
\begin{equation*}
\psi(x)=\sum_{j, m} \xi_{m}^{j}(x) A_{m}^{j} \quad \text { with } A_{m}^{j}=\pi_{P_{+}}\left(a\left(\xi_{m}^{j}\right)\right) \tag{3.12}
\end{equation*}
$$

and the current as

$$
\begin{equation*}
\tilde{J}_{\underline{u}}=\sum_{a=1,2} \int_{0}^{1} d x: \psi_{a}^{\dagger}(x) \psi_{a}(x): u_{a}(x) \tag{3.13}
\end{equation*}
$$

Inserting (3.12) into (3.13) and rearranging terms yields

$$
\begin{equation*}
\tilde{J}_{\underline{u}}=\sum_{j, k, p}\left\langle\xi_{0}^{k}, j_{\underline{u}} \xi_{p}{ }^{j}\right\rangle \tilde{J}_{p}^{k j} \tag{3.14}
\end{equation*}
$$

The operators

$$
\begin{equation*}
\tilde{J}_{p}{ }^{k j}=\sum_{n}: A_{n}{ }^{k \dagger} A_{n+p}^{j}: \tag{3.15}
\end{equation*}
$$

leave invariant a dense domain of vectors in $\mathscr{F}$ with only a finite number of particles present which are fast decreasing in momentum space. They satisfy a Kac-Moody algebra with central extension

$$
\begin{equation*}
\left[\tilde{J}_{p}^{j k}, \tilde{J}_{q}^{r s}\right]=\tilde{J}_{p+q}^{j s} \delta_{r k}-\tilde{J}_{p+q}^{r k} \delta_{j s}+p \delta_{p,-q} \delta_{j s} \delta_{r k} \tag{3.16}
\end{equation*}
$$

Using (3.14) and (3.16) for the calculation of the commutator $i\left[\tilde{J}_{\underline{u}}, \tilde{J}_{\underline{w}}\right]$ yields immediately (3.9).

## IV. CONCLUSIONS

In this paper we studied the Dirac operator on a finite interval; an "interaction" is simulated with the help of boundary conditions. This leads to solvable but nontrivial models. It turns out that two representations of the canonical anticommutation relations determined by two Hamiltonians with different boundary conditions are always inequivalent.

For each representation we studied the charged sectors

TABLE II. Boundary values for functions with which a charge, axial charge, and chiral charges have to be smeared such that the one-parameter groups generated by the charges are unitarily implementable.

| Case | $j_{u}$ | $j_{u_{s}}$ | $j_{u_{L}}$ | $j_{u_{R}}$ |
| :--- | :--- | :--- | :--- | :--- |
| (A) | $u(1)=u(0)$ | $u(1)=u(0)$ | $u(1)=u(0)$ | $u(1)=u(0)$ |
| (B) | no restriction on $u$ | $u(0)=u(1)=0$ | $u(0)=u(1)=0$ | $u(0)=u(1)=0$ |
| (C) | $u(1)=u(0)$ | $u(0)=u(1)=0$ | $u(0)=u(1)=0$ | $u(0)=u(1)=0$ |

which can be reached by applying local gauge transformations. Implementable transformations are obtained iff the gauge functions fulfill certain boundary conditions. These are therefore models which determine certain quantum numbers "by themselves." Concerning boundary conditions on the gauge function, Case (A), for example, is similar to the massless Dirac operator on an infinite interval. Case (B), on the other hand, is similar to the massive Dirac operator on an infinite interval. Gauge transformations need no restrictions; axial gauge transformations are characterized by integers $m$ and $n$. For all three cases $n-m$ corresponds to the Fredholm index of $P_{+} V_{\alpha} P_{+}$and is equal to the winding number of the axial gauge function. ${ }^{9,11}$

In addition we worked out the current algebra. As one expects the Fourier components of currents obey an infinitedimensional algebra of the Kac-Moody type with central extension; the algebra of currents leads to a Schwinger term corresponding to an anomalous vector, axial vector commutator. The Schwinger term turns out to be independent of the boundary conditions.

Clearly, by studying generators of gauge transformations it is impossible to fix the charge of the ground state of our systems. One possible way is given by the spectral asymmetry ${ }^{3,6}$

$$
\begin{equation*}
\Delta Q=-\frac{1}{2} \lim _{t \rightarrow \infty} \operatorname{Tr}\left(P_{+}-P_{-}\right) e^{-t|H|^{2}} \tag{4.1}
\end{equation*}
$$

The fractional part of $\Delta Q$ turns out to be equal to $\alpha / \pi$ for our models. ${ }^{6}$ We are therefore dealing with systems with continuous varying ground state charge. Here $\Delta Q$ corresponds to
an effective charge, and to the charge difference of the system relative to the free one; it is well defined after using the regularization in (4.1), for instance.
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#### Abstract

The influence of the concept of weakly rigid almost-thermodynamic material schemes on the classical deformations is analyzed. The methods of the PPN approximation are considered. In this formalism, the equations that characterize the weak rigidity are expressed. As a consequence of that, an increase of two orders of magnitude in the strain rate tensor is obtained.


## I. INTRODUCTION

In a preceding paper, ${ }^{1}$ a definition of a weakly rigid al-most-thermodynamic material scheme was proposed. To verify the Ferrando and Olivert relativistic incompressibility condition, ${ }^{2}$ the concept given in Ref. 1 is affected by dynamical and kinematical considerations. Some geometrical consequences on the space-time are also deduced from it.

The methods on the Hadamard discontinuities, used in Ref. 3, allow us to obtain absence of perturbations in a weakly rigid almost-thermodynamic material scheme.

To make this study more realistic, several elasticity hypotheses often used in the literature were analyzed. Their compatibility with the incompressibility condition was checked in Ref. 3. The study of the conditions of weak rigidity in such schemes led to the consistency of both formulations for the principal shock waves, assuming the nonvanishing of one of the Lame coefficients. To improve the obtained results, a relativistic generalization of the Hooke's law, in which the internal rotations were removed, was considered in Ref. 4. The weak rigidity in an elastic scheme of this kind leads to the Born condition and, so, to the absence of shock waves of any type.

We think that our study about the weak rigidity must be completed. It seems interesting to us to analyze in which way a rigid motion (a weakly rigid almost-thermodynamic material scheme) particularizes in classical mechanics; i.e., to check if it has an appreciable effect on the classical deformations.

With respect to this point, let us say that some of the relativistic formulations that improve the Born condition have considered this matter. For instance, the work of Bona (Ref. 5) in special relativity recovers the classical rigidity in the nonrelativistic limit: inertial synchronization of $\left(\mathbb{R}^{4}, \eta\right)$ obtained by parallel transport of a spatial hyperplane. ${ }^{6,7}$ On the other hand, Ehlers and Rudolph, ${ }^{8}$ when analyzing the concept of Dixon dynamical rigidity, ${ }^{9}$ propose the concept of pseudorigid motions and prove that they have the generality of the classical ones.

In the present work our aim is to study the conditions of weak rigidity by applying to them some techniques of the PPN formalism in general relativity. We will check the way in which they modify the strain rate tensor.

Section II gathers together the basic formulas in the PPN approximation useful for the subsequent study. In Sec.

III we give the PPN expressions for the weak rigidity equations and the ones for the strain rate tensor. Some algebraic manipulations lead us to increase the order of the strain initial calculation.

The notation used in this paper is, basically, the one considered in Ref. 4. Greek indices range from 1 to 3 and Latin ones have values from 1 to 4. As usually in the almostthermodynamic material schemes, we admit the Taub decomposition

$$
\begin{equation*}
\rho=r(1+\epsilon) \tag{1.1}
\end{equation*}
$$

$\rho$ being the proper mass-energy density of the scheme, with four-velocity $u ; r$ and $\epsilon$ symbolize the matter density and the specific internal energy, respectively.

For the energy-momentum tensor of the scheme we write, in the local form,

$$
\begin{equation*}
T_{i j}=\rho u_{i} u_{j}+t_{i j}, \tag{1.2}
\end{equation*}
$$

the $t_{i j}$ being the covariant components of the relativistic stress tensor.

The metric tensor field $g$ of the space-time manifold is of signature ( 3,1 ). The second-order Christoffel symbols associated with the linear connection $\nabla$, compatible with $g$ and without torsion, will be noted as $\Gamma_{j k}^{i}$.

Finally, as is known for the covariant components of the strain rate tensor of the scheme, we write

$$
\begin{equation*}
d_{i j}=\frac{1}{2}\left(\nabla_{i} u_{j}+\nabla_{j} u_{i}+u_{i} \nabla_{u} u_{j}+u_{j} \nabla_{u} u_{i}\right) \tag{1.3}
\end{equation*}
$$

## II. SOME EXPRESSIONS IN THE PPN APPROXIMATION

Henceforth we will use the notation and results presented in Ref. 10, the baryon "mass" density $\rho_{0}$ in the notation of Misner-Thorne-Wheeler being replaced here by the matter density $r$ and the specific internal energy being symbolized as $\epsilon$.

We will consider ${ }^{10}$ that the following quantities are affected by the approximation order, $O(2)$, of the magnitude $v^{2}$ of the coordinate velocity field:
$U$ (Newtonian potential),
$t_{\alpha \beta}$ (components of the stress tensor),
$p=\frac{1}{3}\left(t_{11}+t_{22}+t_{33}\right) \quad$ (pressure),
$\epsilon$ (specific internal energy).
The tensorial expressions used here are given in a co-
moving orthonormal frame with components $\left(x_{1}, x_{2}, x_{3}, t\right)$.
We will assume that the matter density $r$ is of order $O(0)$. The spatial partial derivatives will preserve the original approximation orders while the time derivatives will increase these orders in one unit. The partial derivatives will be represented by means of commas; $d / d t$ will symbolize the operator time derivative following the matter, given by $\partial / \partial t+v_{\alpha} \partial / \partial x_{\alpha}$.

We will now collect the post-Newtonian expressions useful to develop the weak rigidity equations.

For the covariant components of the metric tensor field, we have ${ }^{10}$

$$
\begin{align*}
& g_{44}=-1+2 U-2 U^{2}+4 \Psi+O(6)  \tag{2.1}\\
& g_{4 \alpha}=-\frac{7}{2} V_{\alpha}-\frac{1}{2} W_{\alpha}+O(5)  \tag{2.2}\\
& g_{\alpha \beta}=\delta_{\alpha \beta}(1+2 U)+O(4) \tag{2.3}
\end{align*}
$$

where $V_{\alpha}, W_{\alpha}$ are the vector functionals of order $O(3)$ and $\Psi$ the scalar of order $O(4)$ given, respectively, by Eqs. (39.23c), (39.23d), and (39.23g) of Ref. 10.

For the connection parameters, we can write ${ }^{10}$
$\Gamma_{44}^{4}=-U_{, t}+O(5)$,
$\Gamma_{4 \alpha}^{4}=-U_{, \alpha}-2 \Psi_{, \alpha}+O(6)$,
$\Gamma_{\alpha \beta}^{4}=U_{, t} \delta_{\alpha \beta}+\frac{7}{4}\left(V_{\alpha, \beta}+V_{\beta, \alpha}\right)$
$+\frac{1}{4}\left(W_{\alpha, \beta}+W_{\beta, \alpha}\right)+O(5)$,
$\Gamma_{44}^{\alpha}=-U_{, \alpha}+\left(2 U^{2}-2 \Psi\right)_{, \alpha}$
$-\frac{7}{2} V_{\alpha, t}-\frac{1}{2} W_{\alpha, t}+O(6)$,
$\Gamma_{4 \beta}^{\alpha}=U_{, t} \delta_{\alpha \beta}+2\left(V_{\beta, \alpha}-V_{\alpha, \beta}\right)+O(5)$, $\Gamma_{\beta \gamma}^{\alpha}=-\left(U_{, \alpha} \delta_{\beta \gamma}-U_{, \beta} \delta_{\alpha \gamma}-U_{, \gamma} \delta_{\alpha \beta}\right)+O(4)$.

Here, in Eq. (2.5), we have inserted the terms of order $O(4)$, not considered in the approximation of Ref. 10.

The contravariant components of the four-velocity $u$ are given ${ }^{10}$ by

$$
\begin{align*}
& u^{4}=1+\frac{1}{2} v^{2}+U+O(4)  \tag{2.10}\\
& u^{\alpha}=v_{\alpha} u^{4} \tag{2.11}
\end{align*}
$$

in terms of the coordinate velocity.
Next, we write the post-Newtonian expressions for the components of the energy-momentum tensor. For the contravariant ones, the formulas given in Misner-ThorneWheeler are written, in our notation, as

$$
\begin{align*}
T^{44}= & r\left(1+\epsilon+v^{2}+2 U\right)+O(4)  \tag{2.12}\\
T^{4 \alpha}= & r\left(1+\epsilon+v^{2}+2 U\right) v_{\alpha}+t_{\alpha \beta} v_{\beta}+O(5)  \tag{2.13}\\
T^{\alpha \beta}= & t_{\alpha \beta}(1-2 U)+r\left(1+\epsilon+v^{2}+2 U\right) v_{\alpha} v_{\beta} \\
& +\frac{1}{2}\left(v_{\alpha} t_{\beta \gamma} v_{\gamma}+v_{\beta} t_{\alpha \gamma} v_{\gamma}\right)+O(6) \tag{2.14}
\end{align*}
$$

From Eqs. (2.12)-(2.14) and using Eqs. (2.1)-(2.3), we obtain the PPN expression for the trace of the energymomentum tensor:

$$
\begin{equation*}
T \equiv T^{i j} g_{i j}=-r(1+\epsilon)+3 p+O(4) \tag{2.15}
\end{equation*}
$$

Now we are ready to obtain the PPN equations for the Ricci tensor. Let us consider the field equations

$$
\begin{equation*}
E T_{i j}=R_{i j}-\frac{1}{2} R g_{i j} \tag{2.16}
\end{equation*}
$$

$E$ being the Einstein constant, $R_{i j}$ the covariant components of the Ricci tensor, and $R$ the scalar curvature. After contracting with the metric tensor field, we get

$$
\begin{equation*}
-R=E T \tag{2.17}
\end{equation*}
$$

thus it is possible to express Eq. (2.16) in the equivalent form

$$
\begin{equation*}
R_{i j}=E\left(T_{i j}-\frac{1}{2} T g_{i j}\right) . \tag{2.18}
\end{equation*}
$$

From Eqs. (2.18), (2.15), (2.1)-(2.3), and the covariant expressions of Eqs. (2.12)-(2.14), we deduce

$$
\begin{align*}
R_{44} / E= & (r / 2)\left(1+\epsilon+2 v^{2}-2 U\right)+\frac{3}{2} p+O(4)  \tag{2.19}\\
R_{4 \alpha} / E= & -r\left(1+\epsilon+v^{2}+2 U\right) v_{\alpha} \\
& -t_{\alpha \beta} v_{\beta}+(r / 4)\left(7 V_{\alpha}+W_{\alpha}\right)+O(5)  \tag{2.20}\\
R_{\alpha \beta} / E= & t_{\alpha \beta}+(r / 2)\left[(1+\epsilon+2 U) \delta_{\alpha \beta}\right. \\
& \left.+2 v_{\alpha} v_{\beta}\right]-\frac{3}{2} p \delta_{\alpha \beta}+O(4) \tag{2.21}
\end{align*}
$$

Finally, we write the PPN approximation of the baryon number conservation law (continuity equation), given by $\nabla_{i}\left(r u^{i}\right)=0$. We get ${ }^{10}$

$$
\begin{align*}
\frac{d r}{d t}(1 & \left.+\frac{1}{2} v^{2}+U\right)+r\left(\frac{1}{2} \frac{d v^{2}}{d t}+3 \frac{d U}{d t}\right) \\
& +r v_{\alpha, \alpha}\left(1+\frac{1}{2} v^{2}+U\right)=O(5) \tag{2.22}
\end{align*}
$$

Moreover, we will use the expression

$$
\begin{equation*}
r \frac{d \epsilon}{d t}+t_{\alpha \beta} v_{\alpha, \beta}=O(5) \tag{2.23}
\end{equation*}
$$

obtained in Ref. 10 after using Eq. (2.22), the conservation equation $\nabla_{i}\left(T^{4 i}\right)=0$, and the Newtonian equations of motion.

## III. PPN EQUATIONS OF WEAK RIGIDITY. CONSEQUENCES

Let us remember that the equations which define the weakly rigid almost-thermodynamic material schemes, proposed in Ref. 1, are given by

$$
\begin{aligned}
& F_{u} t_{i j}=0 \\
& \nabla_{u} r=\nabla_{u} \epsilon=0
\end{aligned}
$$

in which $F_{u}$ symbolizes the Fermi derivative ${ }^{11}$ with respect to the four-velocity $u$ of the scheme. In Ref. 1 an equivalent expression for the weak rigidity was deduced, given by

$$
\begin{align*}
& F_{u} R_{i j}=0,  \tag{3.1}\\
& \nabla_{i} u^{i}=0
\end{align*}
$$

Our present purpose is to express, in the PPN formalism, Eqs. (3.1)-(3.2). We begin with the vanishing of the expansion velocity scalar.

By virtue of Eqs. (2.4)-(2.11), Eq. (3.2) can be written as

$$
\begin{equation*}
\frac{1}{2} \frac{d v^{2}}{d t}+3 \frac{d U}{d t}+v_{a, \alpha}\left(1+\frac{1}{2} v^{2}+U\right)=O(5) \tag{3.3}
\end{equation*}
$$

With respect to the PPN expressions of Eq. (3.1), let us take into account the formulas

$$
\begin{aligned}
F_{u} R_{i j}= & \nabla_{u} R_{i j}-R_{k j}\left(u_{i} \nabla_{u} u^{k}-u^{k} \nabla_{u} u_{i}\right) \\
& -R_{i k}\left(u_{j} \nabla_{u} u^{k}-u^{k} \nabla_{u} u_{j}\right) .
\end{aligned}
$$

By considering in the former equations the timelike, mixed, and purely spatial components and using the PPN approximation of the Christoffel symbols, the corresponding ones for the four-velocity, and Eqs. (2.19)-(2.21), we obtain

$$
\begin{align*}
F_{u} R_{44}= & 0 \\
\Rightarrow & \frac{d r}{d t}\left(1+\epsilon+\frac{5}{2} v^{2}-U\right) \\
& +r \frac{d \epsilon}{d t}+3 \frac{d p}{d t}=O(5)  \tag{3.4}\\
F_{u} R_{4 \alpha} & =0 \\
\Rightarrow & 2 v_{\alpha} \frac{d r}{d t}\left(1+\epsilon+\frac{3}{2} v^{2}+3 U\right) \\
& -\frac{d r}{d t}\left(\frac{7}{2} V_{\alpha}+\frac{1}{2} W_{\alpha}\right) \\
& +2 r v_{\alpha} \frac{d \epsilon}{d t}+2 v_{\beta} \frac{d t_{\alpha \beta}}{d t}=O(6) \tag{3.5}
\end{align*}
$$

$$
\begin{align*}
F_{u} R_{\alpha \beta} & =0 \\
\Rightarrow & \frac{d r}{d t}\left[\left(1+\epsilon+\frac{1}{2} v^{2}+3 U\right) \delta_{\alpha \beta}+2 v_{\alpha} v_{\beta}\right]+r \frac{d \epsilon}{d t} \delta_{\alpha \beta} \\
& -3 \frac{d p}{d t} \delta_{\alpha \beta}+2 \frac{d t_{\alpha \beta}}{d t}=O(5)
\end{align*}
$$

We will now verify the way in which the weak rigidity conditions modify the strain rate tensor.

Previously we expressed the components of such a tensor field in the PPN formalism. By virtue of Eqs. (2.4)(2.11) we get, from Eq. (1.3),

$$
\begin{align*}
d_{44}= & v_{\alpha} v_{\beta} v_{\beta, \alpha}+O(5),  \tag{3.7}\\
d_{4 \alpha}= & -\frac{1}{2} v_{\beta}\left(v_{\alpha, \beta}+v_{\beta, \alpha}\right)+O(4),  \tag{3.8}\\
d_{\alpha \beta}= & \frac{1}{2}\left(v_{\alpha} \frac{d v_{\beta}}{d t}+v_{\beta} \frac{d v_{\alpha}}{d t}\right) \\
& +\frac{1}{2}\left(v_{\alpha, \beta}+v_{\beta, \alpha}\right)\left(1+\frac{1}{2} v^{2}+3 U\right) \\
& +\frac{1}{2}\left(v_{\beta} v_{\gamma} v_{\gamma, \alpha}+v_{\alpha} v_{\gamma} v_{\gamma, \beta}\right)+\frac{d U}{d t} \delta_{\alpha \beta}+O(5) . \tag{3.9}
\end{align*}
$$

By subtracting Eqs. (2.22) and (3.3), the latter multiplied by the matter density $r$, we obtain

$$
\begin{equation*}
\frac{d r}{d t}\left(1+\frac{1}{2} v^{2}+U\right)=O(5) \tag{3.10}
\end{equation*}
$$

If we consider Eq. (3.4) and its corresponding contravariant form, subtract both, and take into account Eq. (3.10), we derive
$\frac{d r}{d t}=O(5)$.
From Eqs. (3.4) and (3.15), we get
$r \frac{d \epsilon}{d t}+3 \frac{d p}{d t}=O(5)$.
If we impose $\beta=\alpha$ in Eq. (3.6) and sum for $\alpha$ ranging from 1 to 3 we obtain, after considering Eq. (3.12),

$$
\begin{equation*}
\frac{d p}{d t}=O(5) \tag{3.13}
\end{equation*}
$$

By means of the latter, use of Eq. (3.11) allows us to express Eq. (3.4) in the reduced form

$$
\begin{equation*}
\frac{d \epsilon}{d t}=O(5) \tag{3.14}
\end{equation*}
$$

from which Eq. (2.23) yields

$$
\begin{equation*}
t_{\alpha \beta} v_{\alpha_{,} \beta}=\frac{1}{2} t_{\alpha \beta}\left(v_{\alpha, \beta}+v_{\beta, \alpha}\right)=O(5) \tag{3.15}
\end{equation*}
$$

after considering the symmetry of the relativistic stress tensor. Given that, in the approximation use here, the velocities are independent of the material structure, we deduce from Eq. (3.15),

$$
\begin{equation*}
v_{\alpha, \beta}+v_{\beta, \alpha}=O(3) \tag{3.16}
\end{equation*}
$$

As a consequence of this result, the PPN expressions for the strain rate tensor, Eqs. (3.7)-(3.9), reduce to

$$
\begin{align*}
& d_{44}=\frac{1}{2} v_{\alpha} v_{\beta}\left(v_{\alpha, \beta}+v_{\beta, \alpha}\right)=O(5)  \tag{3.17}\\
& d_{4 \alpha}=O(4)  \tag{3.18}\\
& d_{\alpha \beta}=O(3) \tag{3.19}
\end{align*}
$$

so, all the components of this tensor increase by two orders the initial approximation when applying the weak rigidity conditions. In particular, Eq. (3.9) contains the relativistic corrections to the Newtonian deformations; these terms drop out in the considered formalism.

## IV. DISCUSSION

As was pointed out in Ref. 1, the weak rigidity conditions lead us, after considering substantial restrictions in the almost-thermodynamic material scheme given, to the Born rigidity condition. We have just obtained, however, the vanishing of the Newtonian deformations from the weak rigidity without additional considerations. This fact would manifest that our concept of rigidity is not a pure replacement of the Born rigidity since, being in a certain way a dynamical definition, our concept is more general than the Born condition. Let us remember the comments that Bona ${ }^{5}$ makes about this point.

With respect to the development of Sec. III, let us note that Eq. (3.5) has not been used. Nevertheless, from Eqs. (3.11) and (3.14),

$$
\begin{equation*}
v_{\beta} \frac{d t_{\alpha \beta}}{d t}=O(6) \tag{4.1}
\end{equation*}
$$

a result compatible with

$$
\begin{equation*}
\frac{d t_{\alpha \beta}}{d t}=O(5) \tag{4.2}
\end{equation*}
$$

which follows from Eqs. (3.6), (3.11), (3.13), and (3.14).

On the other hand, let us indicate that the analysis of the weak rigidity conditions in the Newtonian approximation would not be enough for our study. In the matter, if we take into account the results presented in Ref. 10 for the Newtonian expressions of the metric tensor field, the energy-momentum tensor and the four-velocity, we get

$$
\begin{align*}
& R_{44} / E=\frac{1}{2} r+O(2),  \tag{4.3}\\
& R_{4 \alpha} / E=-r v_{\alpha}+O(3),  \tag{4.4}\\
& R_{\alpha \beta} / E=\frac{1}{2} r \delta_{\alpha \beta}+O(2), \tag{4.5}
\end{align*}
$$

for the Ricci tensor covariant components.
Besides, the weak rigidity equations (3.1) and (3.2) can be written, at this level of approximation, as

$$
\begin{align*}
& F_{u} R_{44}=0 \Rightarrow \frac{d r}{d t}=O(3)  \tag{4.6}\\
& \nabla_{i} u^{i}=0 \Rightarrow v_{\alpha, \alpha}=O(3) \tag{4.7}
\end{align*}
$$

Note that, by virtue of the time component of the Newtonian local energy-momentum conservation law ${ }^{10}$

$$
\begin{equation*}
\frac{d r}{d t}+r v_{\alpha, \alpha}=O(3) \tag{4.8}
\end{equation*}
$$

Eqs. (4.6) and (4.7) are equivalent.
With respect to the strain rate tensor, the Newtonian approximation gives us

$$
\begin{align*}
& d_{44}=O(3)  \tag{4.9}\\
& d_{4 \alpha}=O(2)  \tag{4.10}\\
& d_{\alpha \beta}=\frac{1}{2}\left(v_{\alpha, \beta}+v_{\beta, \alpha}\right)+O(3) \tag{4.11}
\end{align*}
$$

Thus Eq. (4.7) is not applicable here: the absence of the higher-order corrections does not allow us to specify the real order of magnitude of the terms $v_{\alpha, \beta}+v_{\beta, \alpha}$ when the weak rigidity equations are applied.
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#### Abstract

A new extension of the Kerr space-time that was found by this author in a previous paper [J. Math. Phys. 26, 1728 (1985)] is analyzed in this article. The case of $a^{2}>m^{2}$ is of particular interest. The hypersurface at $r=0$ acts as if it were a "source" for the geometry. There exists a natural mapping of the hypersurface to a double covering of the null sphere at asymptotic infinity via the principal null congruences. After a study of the obstructions to fibering the constant time cross sections of the hypersurface at $r=0$, one finds that this two-surface transforms like a spinorialized version of Penrose's null flags. This connection is made by studying the effects of Lorentz transformations at asymptotic infinity on the doubly covered null sphere. Since there exists an inequivalent bundle structure on the two-surface at $r=0$ that corresponds to an inequivalent spinorialized null flag, one concludes that to observers at stationary infinity the two-surface transforms as if it were a direct sum of two inequivalent Weyl spinors, a four-spinor.


## I. INTRODUCTION

This article is an investigation of the global implications on the Kerr space-time that are induced by the geometry of the hypersurface at $r=0$ (in Boyer-Lindquist coordinates which are used throughout this paper). As was discussed in a previous paper, ${ }^{1}$ the geometry of this hypersurface is highly dependent on the manner in which the space-time is extended through the ring singularity. This paper is essentially a development of the final section of Ref. 1 where it was shown that the hypersurface is not homotopically trivial as is commonly assumed in earlier attempts at extending the metric through the singularity. ${ }^{2}$ The emphasis of this paper will be on the case $a^{2}>m^{2}$, where $a$ is the angular momentum per unit mass associated with the source of the gravitational field and $m$ is the mass of the source. It will be shown in the course of this paper that a product topology can be assumed for this hypersurface. Consequently, the geometry of the hypersurface is essentially given by the two-dimensional spacelike surface resulting from constant time cross sections.

The new extensions found in Ref. 1 revealed a two-dimensional spacelike surface at $r=0$ that is topologically a Klein bottle. The Klein bottle appeared as if it were a "source" for the external gravitational field. The global implications of this extension will be addressed in the following sense: What are the induced transformation properties of the hypersurface at $r=0$ under the action of the Lorentz group as viewed in the stationary frames at asymptotic infinity? This is an instructive way of stating the problem if one is to interpret the Klein bottle as a source for the external geometry.

There is a natural connection between the hypersurface and the null sphere at asymptotic infinity, which allows the transformations induced from the action of the Lorentz group to be readily interpretable. It was found in Ref. 1 that to a set of preferred freely falling observers at $r=0$, the principal null congruences formed a set of corotating normal vectors to the Klein bottle. These vector fields can be integrated out to the null sphere at infinity. It is through this mapping that a relationship between the transformational
properties of the hypersurface and Penrose's null flags (defined in Ref. 3) can be established. For instance, the flagpole corresponds to the principal null geodesic with a spacelike component that is parallel to the total angular momentum vector of the gravitational field. The flag is associated with the azimuthal orientation of the Klein bottle.

In order to understand the details of this mapping to the null sphere, one must investigate the cohomological obstructions to trivializing various fiber bundles over the two-dimensional spacelike surface at $r=0$. In the process, the obstruction to finding a continuous nonzero cross section for the principal null congruences appears. It is these obstructions that lead to a double covering of the space of Penrose's null flags by the set of orientations of the Klein bottle at $r=0$. This set of orientations gives the spinorialized versions of the null flags that Penrose had to introduce in an ad hoc manner. ${ }^{3}$

This paper begins with a brief recap of what was originally deduced in Ref. 1. The particular extension through the ring singularity that was discussed in some detail in Ref. 1 is rigorously analyzed in Sec. II. First, the question of causality is studied. In spite of what is commonly stated in the literature for the Kerr solution with $a^{2}>m^{2}$, the global space-time is essentially causal. There is a class of acausal timelike trajectories. However, they are not physically reasonable as they require diverging values of acceleration near the ring singularity. Earlier discussions of causality were totally dependent on the previously suggested extension of the spacetime through the ring singularity proposed in Ref. 2. As a consequence, the global space-time had the property of being highly acausal. ${ }^{4}$

The emphasis of the main body of Sec. II is to extract all of the information that is contained in the geometry of the two-surface at $r=0$. Saying that there is a Klein bottle is not specific enough for the purposes of this paper. By virtue of the method of extension through the ring singularity the two-surface is endowed with additional structure. Specifically, the geometry of the equatorial region determines how the surface rotates and how frames can be transported along curves. There is a detailed derivation of these properties.

Since the Klein bottle cannot be embedded in $E^{3}$, one cannot simply draw this two-surface on a piece of paper. In keeping with the geometrical spirit of this article, numerous illustrations are used to elucidate the complicated twisted features of this two-surface.

Various fiber bundles are constructed over the Klein bottle that are consistent with the fact that $U_{2}$ (the topological symbol for the Klein bottle) is immersed in a four-dimensional space-time. In particular, the tangent, normal, and four-frame or $\mathbf{R}^{4}$ bundles over $U_{2}$ are studied by means of characteristic classes and obstruction cocycles. This leads to the construction of spinorialized null flags. There exists a set of inequivalent bundle structures on $U_{2}$ that induce an inequivalent set of spinorialized null flags at asymptotic infinity. After making Penrose's equivalence between spinorialized null flags and Weyl spinors, one can conclude that the two-surface at $r=0$ as viewed from asymptotic infinity transforms as if it were a four-spinor that was obtained by combining two inequivalent Weyl two-spinors in a manner that depends on the representation of the spinor algebra.

## II. THE HYPERSURFACE AT $r=0$

In Ref. 1 the Kerr space-time was interpreted as a set of local Lorentz coordinate patches that were integrated in a global hypersurface orthogonal frame so as to foliate spacetime. The insight that was gained proved to be particularly useful for analyzing the geometry of the hypersurface at $r=0$. At $r=0$, the hypersurface orthogonal frame is particularly natural as it is stationary with respect to asymptotic infinity. In the hypersurface orthogonal frame, the constant time cross sections appear to be spheres that have been "twisted" (see Fig. 1). The surface area would be precisely that of a sphere except that null geodesics in the hypersurface (not geodesics in the four-manifold) that are projected onto the two-dimensional spacelike surface are not meridians but twisted meridians as pictured in Fig. 1. The null geodesics in the hypersurface are given by (2.1),

$$
\begin{align*}
& \frac{\partial}{\partial \theta}+\frac{\partial}{\partial \phi}+\frac{\partial}{\partial t}  \tag{2.1a}\\
& \frac{\partial}{\partial \theta}-\frac{\partial}{\partial \phi}+\frac{\partial}{\partial t}  \tag{2.1b}\\
& \frac{\partial}{\partial \theta}+\frac{\partial}{\partial \phi}-\frac{\partial}{\partial t}  \tag{2.1c}\\
& \frac{\partial}{\partial \theta}-\frac{\partial}{\partial \phi}-\frac{\partial}{\partial t} \tag{2.1d}
\end{align*}
$$



FIG. 1. The global mapping of the two-surface at $r=0$ as viewed by locally inertial observers to its image in the stationary frames.

The meridians are twisted since the sphere as viewed in the stationary frames appears to be rotating so that the equator (which must be the region of maximum angular velocity for the rigid rotation of a sphere) is moving azimuthally at the speed of light. Consequently, the null meridians of the sphere receive an appreciable headlight effect as viewed in the stationary frames.

It turns out that the twisted geodesics identify antipodal points on the equator of the twisted sphere. One concludes that the surface is topologically the real projective space $\mathbb{R} P^{2}$. It was further observed from the structure equations of Cartan's method of moving frames for submanifolds,

$$
\begin{equation*}
d w_{\theta}^{\phi}=-K d A=w_{\alpha}^{\phi} \wedge w_{\theta}^{\alpha}+R_{\theta}^{\phi}, \tag{2.2}
\end{equation*}
$$

that $K$, the Gaussian curvature of the two-dimensional spacelike surface, was zero. This is the correct version of (B3) of Ref. 1 which was written down incorrectly in Ref. 1. Fortunately, all of the results in Ref. 1 due to (B3) were written down correctly in that paper. For a description of the quantities in (2.2) see Ref. 1 or (3.1) of this paper.

The conclusion based on (2.2) is that one appears to have a contradiction. $\mathbb{R} P^{2}$ is compact and the only compact two-surfaces with $K=0$ are the torus and the Klein bottle. The problem is remedied by attaching another $\mathbb{R} P^{2}$ associated with the other sheet of space-time that is obtained by extension through the ring singularity. The connected sum $\mathbb{R} P^{2} \# \mathbb{R} P^{2}$ is topologically the Klein bottle, resolving the paradox. It should be noted that this discussion is just a sketch of what was done in the last section of Ref. 1 with many crucial details omitted.

The extension of interest in this paper is the same one that is illustrated in Ref. 1. The second sheet of space-time is obtained from the first by the discrete isometry of the Kerr metric $\phi \rightarrow-\phi$ and $t \rightarrow-t$. The two nonorientable $\mathbb{R} P^{2}$ 's are equivalent except that the geometric boundaries $\left(\mathbb{R} P^{1}\right)$ rotate in opposite senses and one of them goes backward in time. The interpretation that the first space-time is actually the same as the second will be made clear in this section. As indicated in Sec. III, this is also implied by the Stiefel-Whitney classes of the two-surface and its cobordism class. The Klein bottle at $r=0$ turns space-time inside out upon itself.

In order to understand how this happens, one can look at the extension of trajectories that strike the Klein bottle through this two-surface. Recalling that $U_{2}$ is $\mathbb{R} P^{2} \# \mathbb{R} P^{2}$ and that $\mathbb{R} P^{2}$ is the sphere, $S^{2}$, with antipodal points identified, this is very straightforward. The first step is to decompose any tangent vector to a trajectory that strikes the two-surface into a component that lies in the tangent space of $U_{2}, T\left(U_{2}\right)$, and a component in the normal space, $N\left(U_{2}\right)$. A parity transformation acts on the Boyer-Lindquist coordinates as follows:

$$
\begin{equation*}
\theta \rightarrow \theta+\pi, \quad \phi \rightarrow \phi, \quad r \rightarrow-r, \quad t \rightarrow t . \tag{2.3}
\end{equation*}
$$

The quotient map that takes $S^{2}$ to $\mathbb{R} P^{2}$ identifies the points on the sphere $(\theta+\pi, \phi) \sim(\theta, \phi)$. Thus, one can conclude that the tangent vector to the trajectory emerges from the two-surface at the antipodal point to which it entered (which is actually the same point at which it entered by the quotient map in the previous sentence) with the same component in $T\left(U_{2}\right)$ that it had upon striking the surface and the
spacelike component in $N\left(U_{2}\right)$ reversed. For instance, the vector labeled $k_{\text {in }}$ as it reached the two-surface corresponding to an ingoing principal null geodesic is just relabeled $k_{\text {out }}$, an outgoing principal null geodesic, as it leaves the surface. In general, normal vectors that pass through the two-surface are just relabeled as they propagate back out towards asymptotic infinity. Similarly, for the past directed trajectories that strike the other $\mathbb{R} P^{2}$ as exemplified by the identification $-k_{\text {out }} \leftrightarrow-k_{\text {in }}$, since under the discrete isometry

$$
k_{\text {out }} \rightarrow-k_{\text {in }} \quad \text { and } \quad k_{\text {in }} \rightarrow-k_{\text {out }}
$$

This is equivalent to the fact that the Klein bottle is a onesided surface in $E^{3}$; its "inside" and "outside" are the same space. ${ }^{5}$

The existence of past directed geodesics that are on an equal footing with future directed geodesics leads to the question of causality of the space-time associated with this extension. Notice that the discussion in the previous paragraph implies that past directed trajectories remain past directed as they pass through the two-surface and similarly for future directed curves. Thus, an observer cannot see himself at earlier times after passing through the two-surface. But, what about observers that remain tangent to the two-surface and pass through the ring singularity? In principle, they could detect themselves at an earlier time on returning to the original sheet of space-time. In order to understand the precise physical implications of this, one must say something about the manner in which the connected sum $\mathbb{R} P^{2} \# \mathbb{R} P^{2}$ is constructed. The connected sum is accomplished by cutting out a region that is homeomorphic to a disk from each $\mathbb{R} P^{2}$. This leaves two Möbius bands. Then the two Möbius bands are connected along the edges of these holes. Assume that the region that is cut out is an infinitesimal neighborhood of a portion of the ring singularity. It cannot contain the whole ring singularity for then it would not be homeomorphic to a disk. Then by (C2) and (C8) of Ref. 1, it would take a rocket capable of supplying a diverging value of acceleration to overcome the centrifugal force experienced by a timelike observer that attempts to remain tangent to the two-surface as the observer approaches the junction between the two sheets of space-time. Consequently, even though causality violation is mathematically possible, it may be considered physically to be highly unlikely. It should be noted that if the connected sum were in a region away from the equator, physically reasonable observers could easily pass from sheet to sheet, making for a very acausal space-time.

This extension seems to result in a physically reasonable space-time. The conclusion here is in contrast to that of Carter in studying the Boyer-Lindquist extension in Ref. 4. In that case the coordinate $r$ is allowed to take on negative values and therefore so does the metric coefficient $g_{\phi \phi}$. This enables observers to go backward in time by rotating about the symmetry axis for certain negative values of the coordinate $r$ and then meet oneself at an earlier time by going back out towards asymptotic infinity at $r \rightarrow+\infty$. There is no such problem with the extension that is discussed here. Similarly, the timelike and null lines that are studied in Ref. 4 that lie in the equatorial plane and strike the singularity resulting in acausality in the Boyer-Lindquist extension just pass through and are relabeled in this extension due to the quo-
tient space structure of $U_{2}$ and its constituent $\mathbb{R} P^{2}$ 's as mentioned previously.

There is one more piece of information on the global geometry of the two-surface that can be obtained without an explicit construction of the connected sum. One can describe global geodesics as was done for the $\mathbb{R} P^{2}$ 's in Ref. 1. These same geodesics can be pieced together to form a global geodesic on $U_{2}$. As a guide as to how this should be done, one uses the fact that since $K=0$ on the two-surface, there can be no conjugate points. However, there is a cut locus since $U_{2}$ can be defined as a quotient space of the torus. ${ }^{5}$

The geodesics on the hypersurface containing $\mathbb{R} P^{2}$ are given by Eq. (2.1). Note that the discrete isometry acting on one of these geodesics creates another geodesic. Begin the global geodesic on the future directed sheet near the equator in the form (2.1a) as drawn in Fig. 2. The spacelike projection of the geodesic integrates toward the north pole of the twisted sphere (see Figs. 1 and 2). Continuing through the pole, (2.1a) integrates down the "front" side of the "sphere" towards the equator. In the case of $\mathbb{R} P^{2}$ as discussed in Ref. 1, it would rejoin back to its starting point on the equator, a conjugate point. However, the conjugate point was removed when the connected sum was performed. The spacelike projection of the geodesic passes through the equatorial region and emerges on the past directed sheet of space-time in the form (2.1d). Recall that these are geodesics in the hypersurface and not in the four-dimensional manifold. Thus, it would take a diverging value of acceleration for a physical observer to travel this same path. The spacelike component of the geodesic can be continued to the pole of the past directed hemisphere in Fig. 2 and back to the equator as it did on the other sheet of space-time. The entire global geodesic is indicated in Fig. 2. However, Fig. 2 is intended to be merely a schematic as the Klein bottle cannot be embedded in $E^{3}$. The past directed sheet of the Klein bottle does not actually lie "below" the future directed sheet as is indicated in Fig. 2.

In order to get a clear understanding of the geometry of the two-surface, one must describe in complete detail the structure of the connected sum of the two projective spaces in the equatorial region. As is the case of the model of $\mathbb{R} P^{2}$ as a sphere with antipodal points on the equator identified, the geometric structure of the region where the two $\mathbb{R} P^{2}$ 's join determines many of the global properties of the two-surface at $r=0$.

One item that must be considered when dealing with nonorientable surfaces (such as $\mathbb{R} P^{2}$, the Möbius band, and


FIG. 2. A global closed geodesic on the two-surface at $r=0$.


FIG. 3. A standard model of R $P^{2}$ as a rectangle with identifications of the edges.
the Klein bottle) is that if one translates a two-frame (i.e., parallel translates a basis of tangent vectors) along a closed curve the orientations of the two-frame can change upon returning to its starting point. Consequently, a preliminary discussion of the orientation bundle over the two-surface becomes relevant. Although many properties are independent of the open covering of the base manifold, in this particular case there is a class of open coverings that bring out more details of the geometry. In order to construct an explicit representative of this class of open coverings, one must first go back to a detailed study of the various models of $\mathbb{R} P^{2}$.
$\mathbb{R} P^{2}$ cannot be embedded in Euclidean three-space, $E^{3}$. Thus, one must resort to models in three-space that are topologically equivalent to $\mathbf{R} P^{2}$. Since this paper is not concerned so much with the space $\mathbb{R} P^{2}$ in general but for a particular space that is topologically equivalent to $\mathbb{R} P^{2}$, it is best to think of these models as parameter spaces that can be mapped 1 to 1 to the actual surface under consideration.

The first model to be introduced is the square with opposite sides identified as pictured in Fig. 3. For further details of this model and the ones to follow see Refs. 5 and 6. As is standard in topological models, the arrows define which edges should be identified. Parallel arrows imply that the two sides can be simply glued together. Antiparallel arrows imply that one side is to be flipped over before being glued to the opposite side (see Figs. 3-6). One can also define $\mathbb{R} P^{2}$ as a disk with antipodal points on the boundary identified. A similar model that will be used is the hemisphere with antipodal points on the equator identified (a cross cap). There are other models for $R P^{2}$ but these are adequate for the purposes of this paper. The topologist's technique of going from


FIG. 5. A model of the Möbius band.
one model to another depending on the property of the surface under investigation will be used in the following.

In constructing the connected sum, a region homeomorphic to a disk is removed from each $\mathbb{R} P^{2}$ in a neighborhood of the equator. It turns out that an interesting model for $U_{2}$ is one in which most of the equator has been removed from each of the constituent $\mathbb{R} P^{2}$ 's. This is the Klein bottle of interest in this paper and the result of this excision on one of the $\mathbb{R} P^{2}$ 's is illustrated for the various models of $\mathbb{R} P^{2}$ in Figs. 4-6.

All of the identifications that are indicated by the arrows in Figs. 4-6 are manifested in an infinitesimal neighborhood of the equator that was not removed when the hole was cut in $\mathbb{R} P^{2}$. This infinitesimal neighborhood is like a "bridge" that connects the left edge ( with a half twist) to the right edge in Figs. 4-6. For this reason, it will sometimes be referred to in the following as the bridge. This bridge is greatly exaggerated in these illustrations for the sake of added definition. It is actually of infinitesimal extent. In some of the following illustrations it will be exaggerated even more so that additional details can be drawn.

It is easy to see from Figs. 4-6 and the discussion of the bridge in the previous paragraph that the space resulting from excising the hole from $\mathbb{R} P^{2}$ is topologically a Möbius band. Since it is only the resulting Möbius bands that are used in the construction of $U_{2}$, the orientation bundle will be described for these with a particular emphasis on an illumi-


FIG. 6. A model of the Möbius band.

FIG. 4. A model of the Möbius band that is based on Fig. 3.



FIG. 7. A standard model of the Möbius band as a rectangle with two of the sides identified.
nating open cover. Preliminary to this, observe how the Möbius bands are joined to form $U_{2}$. A model for the Möbius band is given by Fig. 7. Combining two of these and attaching along the edges one has a standard model for the Klein bottle (Fig. 8).

Define two open sets on the future directed Möbius band that is obtained from the future directed $\mathbb{R} P^{2}$ by removing a set that is homeomorphic to a disk. The first set, $V_{1}$, can be defined in terms of the models in Figs. 5 and 6 as the unshaded area in Fig. 9. Notice that there is a segment that is removed (half of a meridian). Define another open set, $V_{3}$, as the unshaded region of Fig. 10. Note that there is no segment removed from $V_{3}$ and $V_{1} \cup V_{3}$ is the future directed Möbius band.

The intersection of $V_{1}$ and $V_{3}$ contains two disjoint open sets labeled $\left(V_{1} \cap V_{3}\right)_{1}$ and $\left(V_{1} \cap V_{3}\right)_{2}$ that are denoted by the unshaded regions in Figs. 11 and 12, respectively. The missing meridian is an unusual construction in the open covering of the Möbius band. The motivation for removing the meridian will be elucidated when the structure near the equator has been studied in detail.

The orientation bundle over the Möbius band can now be defined as a line bundle in the standard construction as in Ref. 7. One can orient each one of the open sets $V_{1}$ and $V_{3}$ separately. For instance, the coordinate transformation from the tangent space at a point of $V_{1}$ to the tangent space at another point of $V_{1}$ can be chosen to have positive determinant for each pair of points in $V_{1}$. The same statement can be made for pairs of points in $V_{3}$. The line that is a fiber over the Möbius band can be described by a +1 or -1 (line points "up" or "down") depending upon whether the determinant of the transformation from some base point is positive or negative. One can trivialize this line bundle on $V_{1}$ and on $V_{3}$


FIG. 8. A standard model of the Klein bottle as a rectangle with the sides identified. This model is obtained by gluing two of the Möbius bands in Fig. 7 along the edges.


FIG. 9. The open set $V_{1}$, and element of the open covering of the future directed Möbius band, is represented by the unshaded region of these two different models of the Möbius band.
separately. For a good discussion of the orientation line bundle see Bott and Tu. ${ }^{7}$ However, one finds that on the overlap of the two open sets, the trivialization over $V_{1}$ cannot agree with that over $V_{3}$ on both components of the overlap. This is best described by the transition functions of the line bundle. For any covering of the Möbius band by two open sets, Steenrod shows that the transition functions are $g_{11}=g_{22}$ $=g_{21}=g_{12}=1$ on one component of the intersection and $g_{11}=g_{22}=-g_{21}=-g_{12}=1$ on the other component. ${ }^{8}$ See Ref. 8 for definitions and discussion of transition functions. In this paper one chooses

$$
\begin{align*}
& g_{11}=g_{33}=g_{31}=g_{13}=1 \quad \text { for }\left(V_{1} \cap V_{3}\right)_{1}  \tag{2.4a}\\
& g_{11}=g_{33}=-g_{31}=-g_{13}=1 \quad \text { for }\left(V_{1} \cap V_{3}\right)_{2} \tag{2.4b}
\end{align*}
$$

The trivialization over $V_{1}$ can be arbitrarily associated with a " +1 " and the trivialization over $V_{3}$ is therefore associated with a " -1 " on the region of intersection, $\left(V_{1} \cap V_{3}\right)_{2}$. This is a useful way of conceptualizing the orientation bundle on this set. It allows for the interpretation of $V_{1}$ as the positive orientation sheet of $\left(V_{1} \cap V_{3}\right)_{2}$ and $V_{3}$ represents the negative orientation sheet. Since these sheets are only subsets of $V_{1}$ and $V_{3}$, one introduces a new notation to describe these subsets. The positive and negative orientation sheets of ( $\left.V_{1} \cap V_{3}\right)_{2}$ will be denoted as regions I and III, respectively.

One can similarly cover the past directed Möbius band by the two open sets $V_{2}$ and $V_{4}$. The transition functions for the orientation bundle are the same as (2.4) with the appropriate relabeling of indices. $V_{2}$ is chosen to represent the positive orientation sheet on the hemisphere minus a meridian and the equator, $\left(V_{2} \cap V_{4}\right)_{2}$ (see Fig. 12), which is the past directed analog of $\left(V_{1} \cap V_{3}\right)_{2}$. Here $V_{4}$ is defined analogous to the definition for $V_{3}$. One can continue the analogy to the future directed sheet by making the corresponding defi-


FIG. 10. The open set $V_{3}$, an element of the open coverings of the future directed Möbius band, is represented by the unshaded region of these two different models of the Möbius band.


FIG. 11. The open set $\left(V_{1} \cap V_{3}\right)_{1}$, one of the disjoint components of the intersection of $V_{1}$ and $V_{3}$, is indicated by the unshaded region of these two different models for the future directed Möbius band.
nitions for regions II and IV as positive and negative orientation sheets, respectively.

After making the connected sum, one infinitesimally enlarges the open sets $V_{i}$ to be larger sets $W_{i}$, such that $V_{i} \subset W_{i}$ and $U_{i} W_{i}=U_{2}$. Then one can find the transition functions of the orientation bundle for this covering of $U_{2}$ by four open sets. As an explicit example, $W_{1} \cap W_{2}$ is an open set with one connected component as drawn in Fig. 13.

Figure 13 is just a schematic in a sense. It is homeomorphic to the actual intersection and it is based on the schematic diagram of $\mathbb{R} P^{2}$ in Fig. 6. The equator represents where the two sheets are joined in the connected sum. "Above" the equator is the future directed sheet and "below" the equator is the past directed sheet. It is at this point that one realizes that the diagrams can be more confusing than helpful when the second sheet of space-time is attached. The figures no longer speak for themselves and must be supplemented with words to clarify their meaning. One sheet is not really above the other.

The transition functions on the overlap of the trivializations of the orientation bundles on $W_{1}$ and $W_{2}$ are chosen to be

$$
\begin{equation*}
g_{11}=g_{22}=g_{12}=g_{21}=1 \tag{2.5a}
\end{equation*}
$$

Note that $g_{12}=g_{21}$ could have been chosen to equal -1 , but the choice of +1 simplifies the notation. The other choice will be revealed in Sec. III to be representative of an inequivalent bundle structure. Once this choice is made, the transition functions on the other intersections are fixed. On $W_{3} \cap W_{4}$ the intersection has one component with transition functions

$$
\begin{equation*}
g_{33}=g_{44}=g_{34}=g_{43}=1 \tag{2.5b}
\end{equation*}
$$

As before, $W_{1} \cap W_{3}$ is a set with two components. On


FIG. 12. The open set $\left(V_{1} \cap V_{3}\right)_{2}$, one of the disjoint components of the intersection of $V_{1}$ and $V_{3}$, is indicated by the unshaded region of these two different models for the future directed Möbius band.


FIG. 13. The intersection of $U_{1}$ and $U_{2}$. Note the holes in the main cylindrical region on the far left and the far right. There is an adjoining flap on the left side that connects along part of the edge of one of these holes. A portion of this appendage intersects the ring singularity.
$\left(W_{1} \cap W_{3}\right)_{1}$ (see Fig. 11) one has the transition functions [see (2.4a)]

$$
\begin{equation*}
g_{11}=g_{33}=g_{13}=g_{31}=1 \tag{2.5c}
\end{equation*}
$$

Similarly, on ( $\left.W_{1} \cap W_{3}\right)_{2}$ (see Fig. 12) one has [see (2.4b)]

$$
g_{11}=g_{33}=-g_{13}=-g_{31}=1
$$

The remaining transition functions are compiled below. On

$$
\begin{array}{ll}
\left(W_{1} \cap W_{4}\right)_{1}, & g_{11}=g_{44}=g_{41}=g_{14}=1 \\
\left(W_{1} \cap W_{4}\right)_{2}, & g_{11}=g_{44}=-g_{41}=-g_{14}=1 \\
\left(W_{2} \cap W_{4}\right)_{1}, & g_{22}=g_{44}=g_{42}=g_{24}=1 \\
\left(W_{2} \cap W_{4}\right)_{2}, & g_{22}=g_{44}=-g_{42}=-g_{24}=1 \\
\left(W_{2} \cap W_{3}\right)_{1}, & g_{22}=g_{33}=g_{23}=g_{32}=1  \tag{2.5f}\\
\left(W_{2} \cap W_{3}\right)_{2}, & g_{22}=g_{33}=-g_{23}=-g_{32}=1
\end{array}
$$

One can construct a model for $U_{2}$ along the lines of Fig. 6 as a surface consisting of two concentric hemispherical shells that are joined along the equator with a handle connected to the equatorial region. This is depicted in Fig. 14. As with the bridge of the Möbius band in Figs. 4-6, the handle is very much exaggerated. It actually has an infinitesimal diameter and is infinitesimally long.

One can associate the inner hemisphere of Fig. 14 with the past directed sheet and the outer hemisphere with the future directed sheet of space-time. As drawn, the surface is topologically a torus (a sphere with one handle). However,


FIG. 14. A model of the Klein bottle. Note that the handle has been greatly exaggerated.
if in the middle of the circular tube that forms the handle, where there is a heavy line signifying a junction in Fig. 14, the circular cross section is reflected through a diameter as it passes through the junction, then the surface is topologically a Klein bottle. ${ }^{8}$ Figure 14 is a little deceiving in that the neighborhood of the equatorial junction of the two hemispheres is not topologically a cylinder. A major portion of the remainder of this section is an investigation of this region.

This construction is useful as one can associate the set $W_{1} \cup W_{2}$ with the positive orientation sheet of the two hemispheres that comprise part of the Klein bottle as pictured in Fig. 14 (remember that a meridian has been removed from each hemisphere) as was done for the orientation sheets on the corresponding subsets of the two constituent $\mathbb{R} P^{2}$ 's. Similarly, $W_{3} \cup W_{4}$ correspond to the negative orientation sheet of the two hemispheres. Normally, only two open sets would be necessary to cover the Klein bottle in order to make such a construction for the orientation bundle. ${ }^{8}$ Four sets have been chosen here so that it is possible to keep track of whether a trajectory is on the past or future directed sheet of space-time as well as the positive or negative orientation sheet.

The motivation for drawing the Klein bottle as in Fig. 14 is twofold. Ultimately, the Klein bottle will be associated with the null sphere at infinity by means of a set of normal vectors to $U_{2}$, the principal null congruences. Second, it was found in Ref. 1 that the spacelike two-surface at $r=0$ is just like a sphere as viewed by observers that are stationary with respect to asymptotic infinity, except that the rotation of the equator at the speed of light gives the equatorial region a complicated twisted and knotted structure. It is what goes on at the equator that changes the topology of the entire twosurface. This was also the motivation for choosing the open sets as was done in Figs. 9 and 10. The goal was to make the component of the intersection that is depicted in Fig. 12 look as much like a hemisphere as is possible. To understand why a meridian was removed from $W_{1}$ and $W_{2}$, one must study the equatorial region of Fig. 14 where the connected sum is formed in detail.

Finally, one has enough constructions and tools to actually study how the connected sum is formed. Again, one must go back to the original models of $\mathbb{R} P^{2}$. The boundary of $\mathbf{R} P^{2}$ (the equator of the twisted sphere) is topologically $\mathbb{R} P^{1}$. This can most easily be seen from the model of $\mathbb{R} P^{2}$ that was used to draw Fig. 5. An open neighborhood of the equatorial singularity is therefore homeomorphic to the canonical open line bundle over $\mathbb{R} P^{1}$ (i.e., line bundle minus the boundary) as defined in Ref. 9. This neighborhood is topologically a Möbius band. To make the connected sum of interest a region that is homeomorphic to a disk is removed from this neighborhood that contains all of the equator except for an infinitesimal region. What remains of the Möbius band is pictured in Fig. 15.

The connected sum is formed by attaching two of these regions that are depicted in Fig. 15 along the boundary of the excised region. It should be noted that since the central circle of the Möbius band is $\mathbb{R} P^{1}$, it only takes a parameter value of $\phi=\pi$ radians to complete the circular path. Due to the difficulty of drawing both of the Möbius bands with holes in


FIG. 15. A Möbius band with a long slit excised. The excision removes most of the center circle.
them complete with their connection along the boundary of the excised holes, a schematic that represents this join is drawn in Fig. 16.

It should be noted that in Fig. 16 when the left end is rejoined to the right end (the Möbius band had to be severed so that it was possible to draw the junction between the two sheets of space-time in a coherent manner) of each Möbius band that there must be a half twist to get the actual Möbius band structure that arises from the canonical line bundle over $\mathbb{R} P^{1}$. There is an added complication in joining the lefthand side to the right-hand side of Fig. 16 that cannot be deduced at this point. It will be shown in the discussion of Fig. 17 that the junction between the left- and right-hand sides of Fig. 16 actually involves the right-hand side of the neighborhood of the future directed $\mathbb{R} P^{1}$ be attached to the left-hand side of the neighborhood of the past directed $\mathbf{R} P^{1}$ and vice versa. This is related to the quadratic branch point nature of the ring singularity. ${ }^{11}$ There will be more said about this in the discussion that follows Fig. 17 from which this is much easier to see.

The advantage of drawing Fig. 16 is that the critical point structure of the manifold is readily revealed. These critical points are circled in Fig. 16. It appears that if one traces a path along where the connected sum is made, one need not specify which sheet of space-time it is on. However,


FIG. 16. The connected sum of the two sheets of space-time is made along the edge of the rectangular hole. There is an identification of points on the left edge with points on the right edge. The small circles indicate the location of the two critical points.


FIG. 17. The equatorial region of the two-surface at $r=0$. Note that the region has been sliced open along the join of the connected sum. The location of the critical points are indicated by the small circles.
if one is moving from left to right there is a problem at the right end. If one continues to move azimuthally, there is a splitting of the manifold into the two sheets of space-time in the regions of the original Möbius bands that were not removed when the connected sum was formed. These regions are part of the handle of the Klein bottle in Fig. 14. It should be remembered that the whole equatorial region cannot be removed when the connected sum is formed as this region is not homeomorphic to a disk (the topology of such a region was described in the discussion leading to Fig. 15). At the right end, the path has a choice as to which sheet of spacetime it will emerge on. In order to understand this situation, one can refer to the classic work of Whitney. ${ }^{10}$ A critical point at which two Möbius bands intersect is classified as type $1 \rightarrow 1$. There is another critical point where the path exits the bridge region on the left-hand side of Fig. 16. It is of type $1 \rightarrow 1$ as well. There are two critical points that are very close together in this construction. Whitney shows in Ref. 10 that two type $1 \rightarrow 1$ critical points on a manifold is consistent with that manifold having a vanishing Euler characteristic, $\chi$. The Klein bottle has $\chi=0$.

Before trying to draw the structure of the manifold in the vicinity of the critical points, there is one more detail that should be noted. Kerr and Schild in Ref. 11 found that the ring singularity was essentially a quadratic branch point between two sheets of space-time. Even though most of the ring singularity has been removed in forming the connected sum, not all of it can be removed. Thus, the manifold still has structure that is dictated by the nature of the ring singularity. If you circle around the singularity once you pass onto another sheet of space-time and if you circle around again you come back to the original sheet of space-time that you started on. ${ }^{12}$ Adding this into the structure of the connected sum, one can draw the critical point structure as in Fig. 17.

A few things should be noted about the schematic nature of the diagram. Most obviously, the Möbius bands have been disconnected along the region where the connected
sum is made to make a drawing possible. The big loop of the Möbius band on the left can be associated with the past directed Möbius band and the big loop on the right-hand side of Fig. 17 with the future directed Möbius band. In actuality, the two Möbius bands are wrapped around each other. However, if this were drawn one would not see the critical point structure. There are four critical points indicated in the drawing. However, due to the identification of points along the boundary of the hole where the connected sum is formed, there are really two critical points that are counted twice. The holes in the Möbius bands are designated by a series of parallel lines that mark off the evacuated areas of the holes. Where the holes meet the edge of the bridge there is drawn a very heavy line. The ring singularity is drawn as a dashed line even though the region that was evacuated by the holes. It appears as a center circle for the Möbius bands in the holes. The quadratic branch point structure is implicit in the fact that as one traces out the ring singularity, it is on the past directed sheet for one revolution and it is on the future directed sheet on the next revolution and so on. Also indicated on the drawing is a directional curve that traces out azimuthal curves along which the connected sum is made. Since these azimuthal curves trace out four disjoint arcs in Fig. 17 (in actuality there are only two arcs when the two Möbius bands are glued together) one can join them through the bridge by a unique continuous path that is indicated by a directional dotted line in the bridge region. This is the unique curve that is consistent with both the quadratic branch point structure of the singularity as well as the structure of the connected sum. This is the solution to the ambiguity of the critical point structure of Fig. 16, where it was not clear which sheet of space-time an azimuthal curve was on when it reached the bridge. It should also be noted that it takes a rotation of $\phi=\pi$ radians (due to the structure of $\mathbf{R} P^{1}$ ) to circle one of the big loops and come back to the two critical points.

In order to analyze Fig. 17, one must refer back to the
structure of the canonical open line bundle over $\mathbb{R} P^{1}$ in one of the constituent $\mathbb{R} P^{2}$ 's, for the sake of argument say the future directed $\mathbb{R} P^{2}$. This is topologically a Möbius band that has a boundary that can be thought of as a double covering of the central circle. In this case, the central circle is $\mathbb{R} P^{1}$. Therefore, the boundary is $S^{1}$ corresponding to a parameter value of $\phi=2 \pi$ to complete a tracing of this circle. The Möbius band is not orientable. If one were to transport a tangent frame along the bounding $S^{1}$, one could say that on the first half of the circle one is on the positive orientation sheet of the hemisphere minus a meridian, $\left(V_{1} \cap V_{3}\right)_{2}$, in the model of $\mathbb{R} P^{2}$ corresponding to region $I$. On the second half of the circle it is in region III. It returns to region I after completing a rotation of $\phi=2 \pi$ radians. See the discussion on the line bundle over the Möbius band in the next section for the bundle structure of this construction. These regions were defined in the discussion of the orientation bundle earlier in this section. Similarly, for the past directed sheet, the bounding circle to the open line bundle over $\mathbb{R} P^{1}$ passes through regions II and IV.

From this discussion, one can analyze Fig. 17. As indicated previously, the curve that contains the four azimuthal arcs along which the connected sum is made, is clearly indicated in Fig. 17. As noted earlier there are actually only two arcs counted twice. However, if the curve is associated with the sheet of space-time it was on as it left the bridge region, the two arcs are double covered by the two sheets of spacetime and stating that there are actually four arcs becomes well-defined. The curve that contains these four arcs is topologically a circle that is a double covering of $S^{1}$. It takes a parameter value of $\phi=4 \pi$ radians to complete the circle. Based on the previous paragraph, it passes through the various regions of space-time at $r=0$ that have been defined in this section. The trajectory of this curve through these regions is tabulated in Table I as a function of the parameter $\phi$.

The structure of the equatorial region fixes the global geometry of the spacelike two-surface at $r=0$ just as the structure of the equator in the model of $\mathbb{R} P^{2}$ as a sphere with antipodal points on the equator identified fixes the geometry of the entire surface. This is due to the fact that the two circles that form the two equators of the hemispheres in the model of $U_{2}$ in Fig. 14 are subsets of the circle of $4 \pi$ radians that contains the four disjoint azimuthal arcs of the connected sum that is drawn in Fig. 17.

Similarly, for this same curve near the equator at

TABLE I. The structure of the curve that contains the four azimuthal arcs along which the connected sum is formed as a function of the parameter $\phi$ for $\theta=\frac{1}{2} \pi$.

|  |  | $\theta=\frac{1}{2} \pi$ |  |
| :--- | :--- | :--- | :--- |\(\left.] \begin{array}{l}Azimuthal <br>

$$
\begin{array}{l}\text { Region } \\
\text { of surface } \\
\text { at } r=0\end{array}
$$ <br>
\hline Sheet of <br>
space-time\end{array} \quad \begin{array}{l}Spatial <br>
orientation <br>

displacement\end{array}\right]\)| I | $t>0$ | positive |
| :--- | :--- | :--- |

TABLE II. The structure of the curve that contains the four azimuthal arcs along which the connected sum is formed as a function of the parameter $\phi$ for $\theta=3 \pi / 2$.

|  |  | $\theta=3 \pi / 2$ |  |
| :--- | :--- | :--- | :--- |

$\theta=3 \pi / 2$ (which is distinct from the curve near the equator at $\theta=\frac{1}{2} \pi$ as implied by the remarks at the end of the previous paragraph ), one has the same circle as in Table I rotated by $\pi$ radians. This must be since at $\theta=3 \pi / 2$ the circle must pass through the various regions of the two-surface in the same order as it did for $\theta=\frac{1}{2} \pi$. Furthermore, due to the branch point nature of the singularity, if at $\theta=\frac{1}{2} \pi$ a portion of the equator is on the future directed sheet of space-time, say region I , then after a rotation of $\pi$ radians to $\theta=3 \pi / 2$ this equatorial arc must pass onto the other sheet of space-time, say region II. This is consistent with the fact that each time a trajectory passes through the singularity it must change sheets of space-time. The arbitrary choice of region II as opposed to region IV is discussed in Sec. III. The alternate choice corresponds to an inequivalent tangent bundle for the two-surface at $r=0$. The curve at $\theta=3 \pi / 2$ is described in Table II.

One can construct similar tables for $\theta=5 \pi / 2$ in Table III and for $\theta=7 \pi / 2$ in Table IV. The actual motivation for constructing the tables as they are can only be made clear after Fig. 19 is analyzed. The results of Tables I-IV can be combined in the lattice structure that is drawn in Fig. 18.

Figure 18 contains a complete coordinate description of the curve that contains the four azimuthal arcs of the connected sum. Thus, Fig. 18 determines the global geometry of the spacelike two-surface at $r=0$. Each time a trajectory crosses the equator it changes sheets of space-time by the quadratic branch point property of the ring singularity. Thus, a portion of the curve that contains the four azimuthal arcs of the connected sum that lies in region I can only bound region I itself or the past directed regions II and IV. Similar-

TABLE III. The structure of the curve that contains the four azimuthal arcs along which the connected sum is formed as a function of the parameter $\phi$ for $\theta=5 \pi / 2$.

|  |  | $\theta=5 \pi / 2$ |  |
| :--- | :--- | :--- | :--- |
| Region <br> of surface <br> at $r=0$ | Sheet of <br> space-time | Spatial <br> orientation | Azimuthal <br> angular <br> displacement |
| III | $t>0$ | negative | $0 \leqslant \phi \leqslant \pi$ |
| IV | $t<0$ | negative | $\pi<\phi<2 \pi$ |
| I | $t>0$ | positive | $2 \pi<\phi<3 \pi$ |
| II | $t<0$ | positive | $3 \pi<\phi<4 \pi$ |

TABLE IV. The structure of the curve that contains the four azimuthal arcs along which the connected sum is formed as a function of the parameter $\phi$ for $7 \pi / 2$.

|  |  | $\theta=7 \pi / 2$ |  |
| :--- | :--- | :--- | :--- |

ly, the portion of this equatorial curve that lies in region II can only border regions I, II, or III and so on. Thus, one can fill in the squares in Fig. 18 to give the unique region that is bounded by this equatorial curve for different ranges of values of the parameters $\theta$ and $\phi$ as is done in Fig. 19.

The motivation for choosing Table I distinct from Table III and Table II distinct from Table IV can be made clear. For instance if this equatorial curve at $\theta=3 \pi / 2$ was the same as for $\theta=-\frac{1}{2} \pi=7 \pi / 2$, then one could not place a region II between the equatorial curve at $\theta=\frac{1}{2} \pi$ and the equatorial curve at $\theta=3 \pi / 2$. It would have to be region I again. This would contradict the fact that the curve changes sheets upon crossing the equator.

Before interpreting Fig. 19, it is probably best to digress briefly in order to expand out what is really meant by the chart. Each one of the $\pi \times \pi$ squares represents part of the Möbius band that is drawn in Fig. 4. The bridge region has been severed as indicated in Fig. 20.

Figure 19 is a convenient abbreviation for the more detailed expanded chart that is given in Fig. 21. The difference between Figs. 19 and 21 is that the infinitesimal regions that form the handle of the Klein bottle have been cut off in Fig. 19. The motivation for this is merely the infinitesimal extent of the handle. Before dismissing the handle, it is appropriate


FIG. 18. This lattice structure gives a coordinate description of the equatorial curve that contains the four azimuthal arcs along which the connected sum is formed.


FIG. 19. The global geometry of the two-surface at $r=0$ that is dictated by Fig. 18.


FIG. 20. A mapping of a Möbius band to one of the squares in Fig. 19.


FIG. 21. An expanded version of Fig. 19.


FIG. 22. The mouths of the handle of the Klein bottle,
to give a complete description of this in terms of the constituent bridges. By observing Figs. 17 and 21, one can deduce that at the mouth of the handle (i.e., where the handle connects to the hemispheres in Fig. 14) all four regions of the two-surface are used to cover the cross-sectional curve. This is illustrated in Fig. 22 as the cross section at $\theta=\frac{1}{2} \pi-\epsilon$, where $\epsilon$ is considered to be a small positive number. The topology of the Klein bottle results from reflecting this cross section through a diameter before the handle reaches $\theta=\frac{1}{2} \pi+\epsilon$ in Fig. 22. The only diameter that can be chosen for this reflection that is consistent with the nonorientability of the Klein bottle is the diameter that is parallel to the azimuthal direction that is generated by the vector field $\partial / \partial \phi$. This construction is consistent with the mandatory changing of sheets of space-time when crossing the ring singularity as dictated by the quadratic branch point structure. In Fig. 17 the handle would be manifested as a tubular loop which includes the aforementioned reflection that is connected to the rest of the manifold in the region between the critical points.

In Fig. 21 it is implicit that the adjacent parallel boundaries without arrows should all be connected. They were not so that the contributions to the handle could be drawn.

Figures 19 and 21 have some interesting global implications for the 2-D spacelike surface at $r=0$. It is instructive to assume that one of the hemispherical shells in Fig. 14 lies on a single orientation sheet (i.e., the region admits a trivial line bundle) so that it is all of the orientation type of region $I$. The Kerr metric and therefore its restriction to the two-surface is independent of $\phi$. One concludes that under an azimuthal rotation the surface is mapped into itself. The left-hand column of Fig. 19 implies that a rotation about the symmetry axis maps region I into region III continuously in a rotation of $\phi=2 \pi$ radians. The hemispheres in Fig. 14 are rotated from the positive orientation sheet to the negative orientation sheet. This is a totally unexpected behavior of the two-
surface that results from the structure of the equatorial region. The other columns of Fig. 19 give a similar result for the other regions that cover portions of $U_{2}$. It is this change in orientation that results from azimuthal rotation that motivated the construction of the open sets $W_{1}$ and $W_{2}$ with a meridian removed. This is the behavior of each of the four regions that is dictated by the columns of Fig. 19. A rotation azimuthally of $2 \pi$ radians changes the orientation of the region and a rotation of $4 \pi$ radians returns the region to its original orientation. Note that azimuthal rotation does not translate a particular region into the other sheet of spacetime (i.e., it preserves the local direction of time). This is consistent with the discussion at the beginning of this section on causality.

The rows of Fig. 19 have a different interpretation. The surface is not mapped into itself under a change in the coordinate $\theta$. Otherwise, combined with the azimuthal symmetry, one would have spherical symmetry (which is clearly not manifest). The rows can be interpreted as describing what happens when a tangent two-frame is translated along a curve with $\partial / \partial \theta$ as a tangent vector. Every $\pi$ radians the tangent two-frame passes from one sheet of space-time to the other as required by the quadratic branch point structure of the ring singularity. Unexpectedly, after a translation along the curve for a parameter value corresponding to $2 \pi$ radians when the two-frame reemerges onto its original sheet of space-time, it has its spatial orientation reversed. Again, this results from the structure of the equatorial region through which the translation described above keeps passing through.

It is very important to note that the columns do not imply that if a tangent two-frame is translated along an azimuthal curve that it will change orientation sheets. The columns arise as a result of a rigid rotation of both a particular region and the equatorial curve that is attached to it. If the equator does not rotate, then azimuthal translation alone does not allow the two-frame to leave its original orientation sheet.

Since the Klein bottle cannot be embedded in $E^{3}$, Figs. 17, 19, 21, and 22 when combined with Fig. 14 are probably the most concise drawings that can be made that contain all of the geometric information of this particular Klein bottle. In them, it is claimed that all of the geometry of the twosurface can be ascertained.

## III. THE NORMAL BUNDLE

To understand the details of the immersion of the Klein bottle in the Kerr manifold, one can study the normal bundle over $U_{2}$. This is a two-plane bundle with fibers that can be coordinated by the Boyer-Linquist coordinates $r$ and $t$. Besides elucidating whether one has an immersion or an embedding, one is also interested in how many vector or line sections can be found. The two problems are somewhat related. This study will be conducted through the use of characteristic classes and obstruction cocycles. It is through these concepts that one can analyze what happens as a principal null geodesic is translated around the two-surface.

The first thing that one should look at is the top obstruction cocycle, the Euler number of the normal bundle [de-
noted by $\chi(N)$ ]. In Ref. 1, $\chi(N)$ was evaluated in (B5). However, this may or may not be correct as there is an ambiguity in the defining relation. In the following, a more detailed account of how this result was calculated is given along with a discussion of where the ambiguity arises. After this elaboration, one does the next best thing. A calculation is performed that is more indirect in order to obtain a similar result. This author was only able to verify a weaker though unambiguous statement about the normal bundle by means of an alternative construction to that of (B5). In Ref. 1 it was "found" that $\chi(N)=0$. In the alternative treatment to be discussed in the following, it will be shown that, to say the least, $\chi(N) \bmod 2=0$.

The result in Ref. 1 was based on the equation of structure for submanifolds

$$
\begin{equation*}
d w_{t}^{r}=N d A=w_{\alpha}^{r} \wedge w_{t}^{\alpha}+R_{t}^{r_{t}}, \tag{3.1}
\end{equation*}
$$

where the $w_{j}^{i}$ are the connection one-forms and $R^{r}{ }_{t}$ is the curvature two-form of the Kerr manifold. The quantity $d A=\left|w^{\theta} \wedge w^{\phi}\right|$ is the area element of the submanifold and $N$ is the normal curvature. In Ref. 1 these quantities are calculated in the zero angular momentum frames. After solving the structure equations in this frame and restricting the results to the hypersurface at $r=0$, one has on the future directed sheet of space-time:

$$
\begin{equation*}
d w_{t}^{r}=-\left(m / a^{3}\right) \sec ^{5} \theta\left(2+\sin ^{2} \theta\right) d A=R_{t}^{r} \tag{3.2a}
\end{equation*}
$$

By the first equation of structure $w_{t}^{r} \rightarrow-w_{\hat{t}}^{\hat{r}}$ under the discrete isometry $t \rightarrow-t$ and $\phi \rightarrow-\phi$ since the basis covectors defined in Ref. 1 transform as $w^{t} \rightarrow-w^{\hat{t}}$ and $w^{r} \rightarrow w^{\hat{r}}$ under the discrete isometry. Thus, on the past directed sheet of space-time one has

$$
\begin{equation*}
d w_{\hat{i}}^{\hat{r}}=\left(m / a^{3}\right) \sec ^{5} \theta\left(2+\sin ^{2} \theta\right) d A \tag{3.2b}
\end{equation*}
$$

In (B5), the Euler characteristic is computed by a Gauss-Bonnet-type integral,

$$
\begin{equation*}
\chi(N)=\int_{\Omega} d w_{t}^{r}=\int_{\Omega} N d A=0 \tag{3.3}
\end{equation*}
$$

The first problem with this formalism is that if the Kerr manifold is orientable, the normal fiber cannot be oriented over $U_{2}$ since the base manifold is nonorientable. There is no Gauss-Bonnet theorem for nonorientable surfaces or fibers. Even though there is no theorem that is proved or stated in the mathematical literature, an extension of the Gauss-Bonnet theorem to the nonorientable case with two-dimensional fibers is known among a community of mathematicians. ${ }^{13}$ The reason for the extension of the theorem in the two-dimensional case is straightforward. One can define an area on a nonorientable surface by dividing the surface into simplices and adding up the areas of the constituent simplices. In the two-dimensional case, the Euler class is $d w^{r}{ }_{t}$, which is just a function (the curvature) times the area on each simplex (see Milnor and Stasheff ${ }^{9}$ for a discussion of the Euler class). Thus, one does not have to worry about densities or orientations. One just adds up the contributions from each simplex. Clearly, if the simplicial structure is made fine enough this can be incorporated into the Riemannian definition of the integral of this curvature function. The integral
over the whole surface can be thought of as a sum of numbers times infinitesimal area elements. This simplicial method is essentially the way that Whitney originally defined the normal Euler number in Ref. 10 (in his notation the normal Euler number is $W^{2} \cdot M$ ) for any two-manifold immersed in a four-dimensional space. Since the Euler class is more complicated in higher dimensions, it is not at all clear if this argument can be extended to the higher-dimensional case.

Applying this result to (3.3), the result follows directly from (3.2). Since each of the Möbius bands in the connected sum are identical with the same areas and the normal curvatures are identical except for the sign, the integral in (3.3) must vanish identically. However, there is an ambiguity. The normal curvatures diverge at the ring singularity. On one side, the normal curvature approaches to $+\infty$ and on the other side $-\infty$. When the connected sum is formed, the region where the normal curvature is infinite is removed except for an infinitesimal set. Where the singularity has not been removed, one is integrating infinite quantities and there can be some ambiguity as to what the integral means, even though there is an identical cancellation of the divergences since there is an equally negative divergent contribution on the future directed sheet of space-time to cancel the positive divergence on the past directed sheet by (3.2a) and (3.2b).

The fact that this infinitesimal set cannot vanish and maintain the global topology of the two-surface, one has to be wary of any limiting process that tries to sweep this problem under the rug. As this is a crucial result that is just a starting point for the following analysis, one needs a statement with a stronger foundation even though (3.3) may actually be correct.

Fortunately, one can get information on the Euler number without resorting to (3.3). For the purposes of this paper, this alternate treatment will reveal all of the information that is needed in the following. It is shown in the Appendix that the existence of a normal line section is equivalent to the fact that $\chi(N) \bmod 2=0$. There are more direct ways of obtaining this result that rely on the Whitney product theorem (3.11). ${ }^{14}$ However, the treatment in the Appendix involves a Gauss-Bonnet-type theorem for nonorientable surfaces. A surface integral of a density (an element of twisted cohomology) mod 2 gives the Euler number mod 2. As there is no discussion of such a theorem in the mathematical literature that this author could find, it is presented in the Appendix. ${ }^{15}$ Furthermore, this kind of theorem seems easily extendible to higher dimensions, while the previous discussion of the Gauss-Bonnet theorem for two-dimensional nonorientable fibers that involved simplices may not be.

In the spirit of the Appendix, one simply proceeds to prove the existence of a trivial normal line bundle. This bundle is physically significant as it allows one to find a constant time cross section that contains both sheets of space-time. One can find a line bundle on each sheet of space-time in a straightforward manner everywhere except at the ring singularity. Since there is a pseudo-Riemannian metric on the manifolds (the two sheets of space-time at $r=0$ ), $g_{\mu \nu}(x)$, there exists a splitting. ${ }^{16}$ One can put a Riemannian metric on the same manifold, $\tilde{g}_{\mu \nu}(x)$. The splitting is defined by the eigenvalue equations

$$
\begin{align*}
\tau^{\mu} g_{\mu \nu}(x) \tau^{\nu}= & (-1) \tau^{\mu} \tilde{g}_{\mu \nu}(x) \tau^{\nu}  \tag{3.4a}\\
\lambda_{i}^{\mu} g_{\mu v}(x) \lambda_{i}^{v}= & (+1) \lambda_{i}^{\mu} \tilde{g}_{\mu v}(x) \lambda_{i}^{v} \\
& i=1,2,3 \text { with no sum over } i \tag{3.4b}
\end{align*}
$$

and $\tau_{i} \cdot \lambda_{i}=0, \forall i$.
The solutions to (3.4a) form a line bundle. Here $\tau^{\nu}$ is the timelike component of the orthogonal tetrad completed by the $\lambda_{i}$ 's. Both $\pm \tau^{\nu}$ are solutions to (3.4a). Thus, one has a vector section defined by (3.4a) up to a sign. This is a line section. For example, $\tau^{\nu}$ might be the vector field $\partial / \partial t$. The problem with performing such a splitting at the ring singularity at $\theta=\pi / 2$ and $r=0$ is that the metric coefficient $g_{t}$ becomes singular and positive,

$$
\begin{equation*}
g_{t t}=-\left.\left(1-2 m r /\left(r^{2}+a^{2} \cos ^{2} \theta\right)\right)\right|_{\substack{r=0 \\ \theta=(1 / 2) \pi}}=+\infty . \tag{3.5}
\end{equation*}
$$

A limit is not used in (3.5) as it reaches this value discontinuously for fixed $r$. Some of the other metric coefficients become either zero or infinite at the ring singularity. The metric does not even retain its signature of $(3,1)$ at the singularity. There is no splitting here.

In order to deal with this pathology, notice that there is a splitting above and below a neighborhood of the equatorial region. One can therefore trivialize the normal line bundle in the region above the equatorial neighborhood and in the region below independently. One wants to know if these two trivializations can be joined continuously through the equatorial region. It was found in the discussion dealing with Fig. 17 that the boundary of this region passes through both sheets of space-time, i.e., the regions above and below. Thus, if the normal line bundle can be trivialized on this boundary, the line section can be joined continuously from one sheet of space-time to the other. There is one more region where the line bundle must be extended, namely, the interior of the equatorial neighborhood. The splitting exists all the way down to but not including those parts of the equator on each Möbius band that still remains after the holes were cut to make the connected sum. Thus, if the two trivializations agree on the boundary of the equatorial region, one can trivialize everywhere in the equatorial neighborhood except possibly on what remains of the two center circles of the two Möbius bands. In fact this trivialization can be extended to the center circles before the holes were cut. There is no difficulty in constructing a line bundle over the center circle of a Möbius band as is evidenced by the line section formed by the tangent vector to the center circle (see Fig. 7). Any line bundle that does not involve the rotation between the tangent plane and the spacelike normal vector that is described at the beginning of Sec. IV can clearly be trivialized over this center circle. If the trivialization can be extended to the center circle before the holes were cut, it certainly can be after the holes are cut. The difference between this line bundle and the orientation bundle is that the orientation bundle cannot be trivialized all of the way down to the center circles as one can with the normal bundle due to the splitting and the abrupt discontinuity in (3.5). The problem of trivializing a normal line bundle over $U_{2}$ has been reduced to whether the line bundle can be trivialized on the boundary of the two


FIG. 23. The two components of the intersection of a two set open covering of a Möbius band are labeled by " 1 " and " 2 ."
intersecting Möbius bands in Fig. 17. ${ }^{13}$ One does not even have to worry about the disklike regions that were removed. This does not affect the boundary of the neighborhood.

First of all one describes a relevant example that has all of the concepts and constructions in the argument to follow, but has the advantage that it is easy to visualize and can be described explicitly in terms of easy to follow figures. As a simple example, one looks at the problem of trivializing a line bundle on the boundary of a Möbius band. This was encountered in the discussion of the orientation bundle over $S^{1}$, the boundary of the canonical open line bundle over $\mathbb{R} P^{1}$. If one were to cover a Möbius band with two open sets, as in Fig. 23, with the intersection denoted by the two open sets that are labeled 1 and 2 , then there are two transition functions for any line bundle that can take on the values 1 or -1 . Call these functions $a_{1}=+1$ or -1 and $a_{2}=+1$ or -1 . If one restricts these open sets to the boundary of the Möbius band then there are four open one-dimensional sets in the intersection as indicated in Fig. 24. There are now four transition functions that need to be specified to define a line bundle over the boundary of the Möbius band. These transition functions are labeled in Fig. 24. One has $a_{1}=a_{1}^{\prime}=a_{1}^{\prime \prime}$ and $a_{2}=a_{2}^{\prime}=a_{2}^{\prime \prime}$. Clearly, the number of minus signs is an even number for any line bundle over the Möbius band that is restricted to the boundary. The various possibilities are tabulated in Table V.

One can conclude that if there is a line bundle over a Möbius band, then there exists a continuous nonzero line section on the boundary. ${ }^{13}$ This is a justification of the discussion of the orientation bundle in the last section. It was stated that on the boundary of the canonical line bundle over $\mathbb{R} P^{1}$ that if a tangent two-frame was transported around this circle then it must return to its starting point with the same orientation.

This same argument can be applied to the neighborhood of the equator. However, there are many more intersections. Drawing these on top of Fig. 17 would be very confusing. The equatorial region can be covered by four open sets, two


FIG. 24. The two components of the intersection of the two open sets that are labeled in Fig. 23 have been restricted to the boundary of the Möbius band yielding four one-dimensional open sets.
for each Möbius band. Call these sets $V_{\mathrm{I}}$ and $V_{\mathrm{III}}$ for one of the Möbius bands and $V_{\mathrm{II}}$ and $V_{\mathrm{IV}}$ for the other. The Roman numeral subscripts are meant to be suggestive of the orientation bundle that was described earlier. $V_{\mathrm{I}}$ and $V_{\mathrm{III}}$ intersect in only one open set since the two Möbius are cut and spliced between the critical points (see Fig. 17). The intersection must be outside of the region of the handle of the Klein bottle that contains the two critical points (i.e., in the big loop of the Möbius band as drawn in Fig. 17). Similarly, $V_{\mathrm{II}}$ and $V_{\mathrm{IV}}$ intersect in one open set. All other pairs of sets intersect in two disjoint open sets. One of these disjoint sets lies between the two critical points. The other envelopes a region of the curve along which the connected sum is made. This cannot be pictured in Fig. 17 as the connected sum was unraveled to illustrate the critical point structure. There are a total of ten transition functions, $\left\{a_{i} \mid i=1, \ldots, 10\right\}$, that must be specified for a normal line bundle over this region. As with the Möbius band, when these functions are restricted to the bounding circle there are 20 transition functions that need to be specified, $\left\{a_{i}^{1}, a_{i}^{2} \mid i=1, \ldots, 10\right\}$, where $a_{i}^{1}=a_{i}^{2}=a_{i}$. Consequently, for these 20 transition functions there are an even number of minus signs, as in Table V. Hence, one can trivialize a normal line bundle over the boundary of the equatorial region. Consequently, one can choose a time di-

TABLE V. The transition functions for various line bundles over the boundary of a Möbius band.

| Values of the transition <br> functions of the line bundle <br> over the Möbius band | Number of minus signs of the <br> transition functions of the line <br> bundle on the boundary |
| :---: | :---: |
| $a_{1}>0$ | $a_{2}>0$ |
| $a_{1}>0$ | $a_{2}<0$ |
| $a_{1}<0$ | $a_{2}>0$ |

rection continuously on the Klein bottle that is never zero. This is a scalar time that can be chosen positive everywhere on the two-surface at $r=0$. For instance, if this time direction appears future directed at asymptotic infinity then it will appear to point backwards in time on the past directed sheet of the Klein bottle. One can also conclude from the existence of this line section and the results of the Appendix that $\chi(N) \bmod 2=0$.

Now that it has been verified that the line bundle of time is trivializable, it is of interest to look at the hypersurface that is formed by this line bundle over $U_{2}$ ( the hypersurface given by $r=0$ ). The nature of the immersion of this surface in the Kerr space-time will yield information on the orthogonal complement of the coordinate $t$ in the normal fiber on $U_{2}$. The conclusion will be that $\chi(N) \neq 0$. Consequently, the concern over the divergence in the integrand of the GaussBonnet integral for normal fibers that was expressed at the beginning of this section was justified.

In order to study the immersion of the hypersurface at $r=0$ in the Kerr space-time, one introduces the extrinsic curvature tensor of the hypersurface, $K_{\alpha \beta}$. In terms of the basis covectors, $w^{\alpha}$, and the connection one-forms, $w^{\alpha}{ }_{\beta}$, in the orthonormal frames of the ZAMO's (the zero angular momentum observers, see Ref. 1), the extrinsic curvature tensor is defined by

$$
w_{\alpha}^{\gamma}=K_{\alpha \beta} w^{\beta} .
$$

It is not difficult to convince oneself that this is the same extrinsic curvature tensor that is defined in Ref. 17 by the relation

$$
d n^{\alpha}=K_{\beta}^{\alpha} d x^{\beta},
$$

where $n^{\alpha}$ is the unit normal to the hypersurface and $d x^{\beta}$ is a one-form on the hypersurface. Therefore, $d n^{\alpha}$ is a vectorvalued one-form. The two expressions for the extrinsic curvature are related by writing

$$
d n^{\alpha}=\nabla_{\beta} n^{\alpha} d x^{\beta}
$$

and using the definition of the covariant derivative in the ZAMO frame.

The equations of structure were solved in Ref. 1 and restricted to the hypersurface $r=0$. Noting the corrections of signs from (B1) of Ref. 1,

$$
\begin{aligned}
& K_{\phi \phi}=M \sin ^{2} \theta /\left(a^{2}\left|\cos ^{3} \theta\right|\right), \\
& K_{\phi r}=-M \sin ^{2} \theta /\left(a^{2}\left|\cos ^{3} \theta\right|\right), \\
& K_{t \phi}=M \sin \theta /\left(a^{2}\left|\cos ^{3} \theta\right|\right), \\
& K_{t t}=-M /\left(a^{2}\left|\cos ^{3} \theta\right|\right),
\end{aligned}
$$

all the other components of the tensor vanish.
The tensor has three eigenvalues, the principal curvatures of the immersion,

$$
k_{1}=k_{2}=0 \text { and } k_{3}=-M /\left(a^{2}|\cos \theta|\right) .
$$

There are three corresponding eigenvectors, the principal directions,

$$
\begin{aligned}
& e_{1}=\hat{e}_{\theta}, \quad e_{2}=|\cos \theta|^{-1}\left(\hat{e}_{\phi}+\sin \theta \hat{e}_{t}\right), \\
& e_{3}=|\cos \theta|^{-1}\left(\sin \theta \hat{e}_{\phi}+\hat{e}_{t}\right),
\end{aligned}
$$

where $\hat{e}_{\alpha}$ are the ZAMO basis vectors. It is interesting that $e_{3}$ is the four-velocity of the Klein bottle in space-time (see Ref.
1). The only curvature in the immersion is along the fourvelocity of the Klein bottle. The world lines of the points of the Klein bottle are lines of curvature (the only lines of curvature) of the immersion. This suggests that the slicing of space-time at $r=0$ and $t=$ const is not just a random slicing of space-time. This fact lends more credence to the conjecture that the two-surface behaves as if it were a source for the geometry.

It should be noted that $k_{3}$ diverges when $\theta=\frac{1}{2} \pi$. Since the entire equatorial region is not removed in the formation of the connected sum, this divergence must be investigated. This divergence is what gives rise to the normal curvature divergence that was discussed at the beginning of this section, as well as the divergence of $R^{\mu \lambda \sigma \delta} R_{\mu \lambda \sigma \delta}$ for the Kerr space-time.

On the equator, $e_{3}$ is a null vector. From the definition of the extrinsic curvature in Ref. 17, it is obvious that one cannot trivialize the spacelike normal $\hat{e}_{r}$ over an open set that contains the equator. This is clear since a displacement of $\hat{e}_{r}$ along the world line of a point of the two-surface at $\theta=\frac{1}{2} \pi$ induces an infinite change in $\hat{e}_{r}$ ( $k_{3}$ diverges). There is no continuous nonzero spacelike normal section on any open set that includes the equator.

Two things can be happening that explain this phenomenon. First, the hypersurface may not be well behaved at $\theta=\frac{1}{2} \pi$. Second, the Kerr manifold is not well behaved ( $R^{\mu \nu \lambda \sigma} R_{\mu \nu \lambda \sigma}$ diverges). This may be inherent to the space external to the hypersurface and therefore the external space might be entirely responsible for the pathology that is observed in the extrinsic curvature. The fact that there are only two distinct principal directions of the extrinsic curvature tensor implies that a careful analysis is necessary to make sense out of the divergence of $k_{3}$. Since it has already been proved that the timelike line bundle is trivializable, one would suspect that the hypersurface is well behaved. It will be shown in the following how this can happen. The fact that $k_{3}$ diverges in a smooth manner as the equator is approached from another point of the hypersurface makes one believe that the divergence is real and significant. The breakdown of the eigenspace of the curvature tensor should be understandable in a way that is consistent with the nature of this divergence.

In order to ascertain the truthfulness of these conjectures, one must sort out two problems. First, the BoyerLindquist coordinates are not well behaved at $r=0$. Second, there is an actual pathology in the manifold structure ( $R^{\mu \lambda \delta \sigma} R_{\mu \lambda \delta \sigma}$ diverges). Thus, there is no change of coordinates that allows the metric to be extended to the set $r=0$, $\theta=\frac{1}{2} \pi$.

The Kerr metric can be expressed as the following line element in Boyer-Lindquist coordinates:

$$
\begin{aligned}
d s^{2}= & -\left(1-2 M r / \rho^{2}\right) d t^{2}+\rho^{2} d \theta^{2}+\left(\Delta^{2} / \rho^{2}\right) d r^{2} \\
& +\left[\left(r^{2}+a^{2}\right)+\left(2 M r a^{2} / \rho^{2}\right) \sin ^{2} \theta\right] \sin ^{2} \theta d \phi^{2} \\
& -\left(4 M r a / \rho^{2}\right) \sin ^{2} \theta d \phi d t
\end{aligned}
$$

where

$$
\rho^{2}+r^{2}+a^{2} \cos ^{2} \theta, \quad \Delta=r^{2}+a^{2}-2 M r
$$

At $r=0, \theta=\frac{1}{2} \pi: \rho^{2} \rightarrow 0$ and the metric coefficients go
haywire, some of them discontinuously. Also, the volume element $d V \sim \rho^{2} \sin ^{2} \theta \rightarrow 0$.

Denote the orthogonal stationary frame at infinity by the usual spherical coordinate basis, $\tilde{e}_{i}$. Let $\hat{e}_{j}$ denote a leg of the tetrad that is carried by a ZAMO. The coordinate transformation between the two frames is
$\left[\begin{array}{l}\hat{e}_{t} \\ \hat{e}_{\phi}\end{array}\right]=\left[\begin{array}{cc}\left|g_{t t}-\Omega^{2} g_{\phi \phi}\right|^{-1 / 2} & \Omega\left|g_{t t}-\Omega^{2} g_{\phi \phi}\right|^{-1 / 2} \\ 0 & g_{\phi \phi}^{-1 / 2}\end{array}\right]\left[\begin{array}{c}\tilde{e}_{t} \\ \tilde{e}_{\phi}\end{array}\right]$,
$\hat{e}_{r}=\left(\Delta^{1 / 2} / \rho\right) \tilde{e}_{r}$ and $\hat{e}_{\theta}=(1 / \rho) \tilde{e}_{\theta}$,
where

$$
\Omega \equiv-g_{\phi t} / g_{\phi \phi} .
$$

The basis convectors transform as

$$
\left[\begin{array}{c}
w^{t} \\
w^{\phi}
\end{array}\right]=\left[\begin{array}{cc}
\left|g_{t t}-\Omega^{2} g_{\phi \phi}\right|^{1 / 2} & 0 \\
-\Omega g_{\phi \phi}^{1 / 2} & g_{\phi \phi}^{1 / 2}
\end{array}\right]\left[\begin{array}{c}
d t \\
d \phi
\end{array}\right] .
$$

This definition of the ZAMO basis in terms of Boyer-Lindquist coordinates is not well defined when $\rho \rightarrow 0$ as well. This does not imply that there is no extension of the ZAMO frames (or at least some of the legs of the ZAMO tetrad may be extendible in a well-defined manner) to $\rho=0$. One might be able to define the legs of the tetard in another coordinate system.

In order to see just how much of the pathology of the space-time can be removed by a coordinate transformation, the well-behaved nature of the following area element should be noted in the $\phi-t$ plane:

$$
\begin{aligned}
& d A_{\phi t}=\left\{\operatorname{det}\left|\begin{array}{ll}
g_{t t} & g_{\phi t} \\
g_{\phi t} & g_{\phi \phi}
\end{array}\right|\right\}^{1 / 2} d \phi d t=\Delta^{1 / 2} \sin \theta d \phi d t, \\
& \lim _{\rho \rightarrow 0} d A_{\phi t}=a \sin \theta d \phi d t .
\end{aligned}
$$

The implication is that the pathology of the metric in this two-dimensional slicing of space-time is due entirely to a poor choice of coordinates. A change of coordinates can be used to get a well-behaved two-dimensional space of signature ( 1,1 ).

Since $\hat{e}_{\phi}$ and $\hat{e}_{t}$ only depend on $\partial / \partial t$ and $\partial / \partial \phi$ and the metric coefficients $g_{t}, g_{\phi t}$, and $g_{\phi \phi}$, one concludes that a change of basis can be chosen so that these two legs of the ZAMO tetrad can be extended to $\rho=0$ in a well-defined manner. Thus, the four-velocity of the two-surface is still defined (as well as $e_{3}$ ) when $\rho=0$.

One also needs to check that the concept of the twosurface is still defined as $\rho \rightarrow 0$. Going back to the definition of the Gaussian curvature of the two-surface:

$$
d w_{\phi}^{\theta}=K d A
$$

$K \equiv 0$, except that it changes discontinuously to $\infty$ at $\rho=0$, since

$$
\begin{aligned}
w_{\phi}^{\theta}= & -\frac{\sin \theta \cos \theta}{g_{\phi \phi}^{1 / 2}}\left[\left(r^{2}+a^{2}\right)+\frac{2 M r a^{2} \sin ^{2} \theta}{\rho^{2}}\right. \\
& \left.+\frac{2 M r a^{2}\left(r^{2}+a^{2}\right) \sin ^{2} \theta}{\rho^{4}}\right] d \phi \\
& +(\text { a function of } \theta \text { and } \phi) d t
\end{aligned}
$$

is not well-defined at $\rho=0$. However, neither are the basis vectors $\hat{e}_{\theta}$ and $\hat{e}_{\phi}$. It was shown that by a change of coordi-
nates $\hat{e}_{\phi}$ can be extended to $\rho=0$. But, what about $\hat{e}_{\theta}$ and $w_{\phi}^{\theta}$ ?

The fact that $w_{\phi}^{\theta}$ is discontinuous is actually not a cause for alarm. The problem is totally analogous to a misconception that Chern had as a young man when he thought that he had "proved" that all two-surfaces are flat. ${ }^{18}$ His reasoning went as follows. On a two-surface, $S, w_{\phi}^{\theta}$ is a one-form. Therefore $d w_{\phi}{ }_{\phi}$ is a two-form. Hence, $d w^{\theta}{ }_{\phi}$ is proportional to the area element ( $d w_{\phi}^{\theta}=K d A$ ). The form $d w_{\phi}^{\theta}$ represents the Euler class in cohomology. But, if ${w^{\theta}}_{\phi}$ is defined in a global basis then $d w_{\phi}^{\theta}$ represents 0 in the cohomology module $H^{2}(S)$ ( $d w_{\phi}^{\theta}$ is exact). This implies that the Euler class is zero or equivalently that the surface is flat.

The conclusion is wrong because by assuming that $w_{\phi}^{\theta}$ is defined in a global basis assumes the conclusion (the basis vectors $\hat{e}_{\theta}$ and $\hat{e}_{\phi}$ are two continuous vector sections). The correct way of defining the connection one-form is in terms of an open cover $\left\{U_{\alpha}\right\}$ of $S$,

$$
w_{\phi}^{\theta}=\sum_{\alpha}\left(w_{\phi}^{\theta}\right)_{\alpha},
$$

where $\left(w_{\phi}^{\theta}\right)_{\alpha}$ is a one-form on $U_{\alpha}$ that can be pieced together to form a global one-form on $S$. Obviously, one needs more than one open set to cover $U_{2}$. The behavior of $w_{\phi}^{\theta}$ at $\rho=0$ is due to the fact that the basis vector $\hat{e}_{\theta}$ cannot be a global continuous nonzero vector field on $U_{2}$ if $\hat{e}_{\phi}$ has already been chosen to be one ( $U_{2}$ admits only one independent continuous nonzero vector section) as well as the pathological nature of the coordinates at $\rho=0$.

The conclusion is that the two-surface is indeed flat and coordinates can be defined on the surface locally but not globally. There is no nonzero extension of $\hat{e}_{\theta}$ to $\rho=0$, yet the two-surface is perfectly well behaved. This is manifested in the vanishing of $g_{\theta \theta}$ at $\rho=0$. The only way of extending $g_{\theta \theta}$ continuously through $\rho=0$ on the two-surface is if it vanishes. Remember that there is only one global nonzero continuous vector field on $U_{2}$. But, if the orthogonal vector field is allowed to vanish at certain points it can be defined continuously as well.

The inescapable conclusion of these arguments is that the hypersurface is well behaved and it is the spacelike normal $\hat{e}_{r}$ that is pathological. The divergences in $R^{\mu v \lambda \sigma} R_{\mu v \lambda \sigma}$ and $k_{3}$ imply that the space-time is not a manifold at $\rho=0$. As a matter of fact the entire concept of an $\hat{e}_{r}$ direction breaks down on a two-dimensional set that is spanned by the null vectors, $\hat{e}_{\phi}+\hat{e}_{t}$ (the four-velocity of the two-surface at $\left.\theta=\frac{1}{2} \pi\right)$ and $-\hat{e}_{\phi}+\hat{e}_{t}$. Since the hypersurface is well defined, the divergence in $k_{3}$ implies that $\hat{e}_{r}$ cannot be well defined at $\rho=0$. Thus, there is no nonzero continuous section of $\hat{e}_{r}$ on any open set of the hypersurface, or therefore the two-surface, that contains the set $\rho=0$. Finally, one arrives at the conclusion that $\chi(N) \neq 0$ even though it was previously found that $\chi_{2}(N)=0$.

The pathology of the radial coordinate at $\rho=0$ can be caused by one of two things. The space-time could be "cusped" or "bumpy" in the radial direction. Alternatively, the radial direction might be "curled-up" in a continuous manner along the two-surface near $\rho=0$ as indicated by the continuity of $k_{3}$. Finally, at $\rho=0$ the radius of curvature of
this curling-up process actually becomes zero and the dimension in the spacelike normal direction vanishes. The resulting space-time would be four-dimensional everywhere except along a two-dimensional subset where the dimension of space-time is reduced to 3 (only the hypersurface dimensions remain). Thus, the space-time is not a manifold. However, one can still define subspaces that are manifolds. Since the larger space is a CW complex (see Ref. 19 for a definition) as stated in Ref. 9, one can still define characteristic classes on subspaces that are manifolds as is done in this paper. Finally, it should be noted that all of these results involving the immersion of the hypersurface are unchanged when the open set is removed in the formation of the connected sum.

Now that the normal Euler number has been analyzed, it can be used with confidence in the following. A key assumption that was mentioned earlier in this section is that the global four-manifold should be orientable. This is a physically reasonable assumption that is compatible with conservation of angular momentum. If the space were not orientable a particle with positive helicity can travel around a closed path and return to its starting point with negative helicity. This does not seem physically reasonable. If the four-manifold is orientable then there exists a local $Z$ (the set of integers) orientation of $M$ (the Kerr manifold) along $U_{2}$ (Ref.19). With these two facts one can construct most of the relevant characteristic classes and obstruction cocycles.

These two facts can be implemented in a study of the Stiefel-Whitney classes of the normal and the tangent bundles. These are the relevant characteristic classes since the bundles to be considered are nonorientable. The StiefelWhitney classes of a fiber bundle, $B$, are equivalence classes in a sequence of cohomology modules with coefficients in $\mathbf{Z}_{2}$ (integers mod 2), ${ }^{9}$

$$
\begin{equation*}
w^{i} \in H^{i}\left(B, \mathbb{Z}_{2}\right), \quad i=0,1,2, \ldots \tag{3.6}
\end{equation*}
$$

The Stiefel-Whitney classes can be defined by a set of axioms as in Milnor and Stasheff. ${ }^{9}$ They also have a geometrical significance in terms of obstruction theory. This is how Whitney first discovered them in Ref. 10.

In order to elaborate on the interpretation as an obstruction to forming a cross section, assume that the bundle, $B$, is a finite cell complex (Milnor and Stasheff say in Chap. 12 of Ref. 9 that this argument is also true for CW complexes). If $L$ is a subcomplex with a cross section defined on it then it is trivial to extend the cross section to the remaining 0 -skeleton, $K^{0}$, of $B$ that is not contained in $L$ (Steenrod, p. 148). ${ }^{8}$ One can try to continue the process as follows. A cross section is now defined on $L \cup K^{0}$, but can it be extended to the one-cells, $L \cup K^{1}$ ? This can happen if and only if a certain obstruction cocycle, $c^{1}(B)$, vanishes. Similarly, if the cross section can be defined on the $q-1$ skeleton, $L \cup K^{q-1}$, it can be extended to $L \cup K^{q}$ if and only if the obstruction cocycle, $c^{q}(B)$, represents the 0 element in the $q$-dimensional cohomology module of the bundle. ${ }^{8}$ As a consequence of this, if $B$ is a trivial bundle then $c^{i}(B)=0 \forall i$.

When $i$ is even $c^{i}(B)$ is an element of the cohomology module $H^{i}\left(B, \mathrm{Z}_{2}\right)$. When $i$ is odd or $i=n$, where $n$ is the dimension of the fiber, the coefficients of the cohomology
module are infinite cyclic. ${ }^{8}$ However, as Milnor and Stasheff point out they are not canonically isomorphic to the integers. ${ }^{9}$ They are a twisted bundle of coefficients as described in Ref. 8. These coefficients will be labeled $\infty$. The discussion in this paragraph is tabulated in (3.7):

$$
\begin{array}{ll}
c^{i}(B) \in H^{i}(B, \infty), & i=\text { odd or } i=n  \tag{3.7}\\
c^{i}(B) \in H^{i}\left(B, \mathrm{Z}_{2}\right), & i=\text { even. }
\end{array}
$$

The Stiefel-Whitney classes alleviate the complications of the twisted bundle of coefficients by taking the unique nontrivial homomorphism of $\infty \rightarrow \mathbf{Z}_{2}$. The Stiefel-Whitney classes are the obstruction cocycles mod 2 ,

$$
\begin{align*}
& w^{i}(B)=c^{i}(B) \bmod 2, \quad i=\text { odd or } i=n, \\
& w^{i}(B)=c^{i}(B), \quad i=\text { even. } \tag{3.8}
\end{align*}
$$

The cost of taking the obstruction cocycles $\bmod 2$ is a loss of information. The gain is that there are formulas that are derivable from the ring structure of $H^{i}\left(B, \mathrm{Z}_{2}\right)$, namely, the Whitney product formula, (3.11). This digression is necessary because the $w^{\text {is }}$ do not contain enough information in themselves and a knowledge of the $c^{i \prime}$ s is needed in some of the following.

Every manifold has a $\mathbf{Z}_{2}$ orientation. Define the fundamental homology class of a manifold $M$ of dimension $n$ corresponding to the orientation as $\mu \in H_{n}\left(M, Z_{2}\right){ }^{19}$ If one takes the Kronecker product $\left[\omega^{2}(N), \mu\right.$ ] then the resulting number $\chi_{2}(N)$ is the normal Euler number modulo 2, $w^{2}(N)$ is the second Stiefel-Whitney class of the normal bundle over the Klein bottle, and $\mu$ is the fundamental class on $U_{2},{ }^{10}$

$$
\begin{equation*}
\left[w^{2}\left(N\left(U_{2}\right)\right), \mu\right]=\chi_{2}(N) \tag{3.9a}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
\left[\omega^{2}\left(T\left(U_{2}\right)\right), \mu\right]=\chi_{2}\left(U_{2}\right), \tag{3.9b}
\end{equation*}
$$

where $T\left(U_{2}\right)$ is the tangent bundle over $U_{2}$.
For a Klein bottle $\chi=0$. Thus, $\chi_{2}\left(U_{2}\right) \equiv \chi_{2}\left(T\left(U_{2}\right)\right)$ $=0$ and by the nondengeneracy of the Kronecker product, ${ }^{19}$

$$
\begin{equation*}
w^{2}\left(T\left(U_{2}\right)\right)=0 . \tag{3.10a}
\end{equation*}
$$

It was also deduced in this section that $\chi_{2}\left(N\left(U_{2}\right)\right)=0$, hence

$$
\begin{equation*}
w^{2}\left(N\left(U_{2}\right)\right)=0 . \tag{3.10b}
\end{equation*}
$$

In Corollary 11.4 of Ref. 9 Milnor and Stasheff show that the vanishing of $w^{2}(N)$ is consistent with but does not prove that the immersion of the base submanifold (in this case $U_{2}$ ) is an embedding. There are a couple of reasons to conjecture that this might be an embedding. First, the Gaussian curvature vanishes everywhere making this a flat Klein bottle. It is hard to understand how a surface can have selfintersections if the curvature vanishes. Second, by the method of moving frames for a submanifold (2.2) and (3.1), $K=R^{\theta}{ }_{\phi}$ and the normal curvature $N=R^{r}{ }^{r}$. In this sense, the two-dimensional surface at $r=0$ is molded to the geometry of the Kerr manifold at $r=0$. This lends more credence to the conjecture that the hypersurface at $r=0$ is a physically significant slicing of the global four-manifold (i.e., a source).

It is not hard to convince oneself that a bundle is orientable if and only if $c^{1}(B)=0$ (Steenrod, Theorem 38.12). But
$U_{2}$ is not orientable so $c^{1}\left(T\left(U_{2}\right)\right) \neq 0$. Since this is an element of odd-dimensional cohomology, then by (3.8), $c^{1}\left(T\left(U_{2}\right)\right) \bmod 2=w^{1}\left(T\left(U_{2}\right)\right)$. Thus, $w^{1}\left(T\left(U_{2}\right)\right)$ may or may not be zero. Write $w^{1}\left(T\left(U_{2}\right)\right)=a$. By Theorem 4.10 of Ref. 9 , if all of the Stiefel-Whitney classes of a manifold, $M$, are zero then $M$ can be realized as a boundary of a smooth compact manifold. Take the standard immersion of $U_{2}$ in $E^{3}$. This is a one-sided surface. ${ }^{5}$ It cannot bound anything. Thus, $a \neq 0$ for all Klein bottles.

One can express $w^{1}\left(N\left(U_{2}\right)\right)$ in terms of $w^{1}\left(T\left(U_{2}\right)\right)$ by the Whitney product formula. Defune two bundles $\xi$ and $\eta$ over the same base space then the Whitney product formula can be written as ${ }^{9}$

$$
\begin{equation*}
w^{k}(\xi \oplus \eta)=\sum_{i=0}^{k} w^{i}(\xi)-w^{k-i}(\eta) \tag{3.11}
\end{equation*}
$$

where - is the cup product and $w^{0}=1 \in H^{0}\left(B, \mathrm{Z}_{2}\right)$ and the symbol $\oplus$ denotes the Whitney sum of $\xi$ and $\eta$ (see Milnor and Stasheff, ${ }^{9}$ p. 27). This is a useful relation because the tangent bundle of the Kerr manifold, $M$, along $U_{2}$ is isomorphic to the Whitney sum of $T\left(U_{2}\right)$ and $N\left(U_{2}\right)$ (Corollary 3.4 in Milnor and Stasheff ${ }^{9}$ ),

$$
\begin{equation*}
T\left(U_{2}\right) \oplus N\left(U_{2}\right) \cong T(M)_{\mid U_{2}} \tag{3.12}
\end{equation*}
$$

where $T(M)_{\mid U_{2}}$ is the tangent bundle to $M$ along $U_{2}$ (i.e., an $\mathbf{R}^{4}$ bundle over $U_{2}$ ).

It was previously assumed that the Kerr manifold is orientable. Thus, there exists a local $\mathbf{Z}$ orientation of $M$ along $U_{2}$. Therefore, $w^{1}\left(T(M)_{\mid U_{2}}\right)=0$ by the previous remarks about $c^{1}(B)$ and orientability. According to the Whitney product formula, this condition can only be satisfied if $w^{1}\left(N\left(U_{2}\right)\right)=-a=a \quad$ (since there are $\mathbf{Z}_{2}$ coefficients $a=-a)$, which is consistent with the fact that the normal fiber over $U_{2}$ must be nonorientable if $U_{2}$ is embedded in an orientable space. The Stiefel-Whitney classes are compiled in Table VI. Note that $a-a$ is not necessarily zero. The cup product with $\mathbb{Z}_{2}$ coefficients implies that $2(a-a)=0 .{ }^{19}$

Another use of (3.11) is that it tells one that $w^{1}$ of the hypersurface at $r=0$ is nonzero. Hence by Theorem 4.9 of Ref. 9 it cannot bound a smooth compact four-manifold. Thus, if one were to take a large compact four-dimensional subset of the Kerr manifold, $M$ (i.e., one that includes times well into the past and the future as well as large spatial dimension), that intersects the hypersurface at its end points in time, then there is no compact surface in $M$ that can be bounded by the hypersurface at $r=0$ that is restricted to this range of times. This is equivalent to the statement that was

TABLE VI. The Stiefel-Whitney classes for various fiber bundles over the two-surface at $r=0$.

| Tangent bundle | Normal bundle | $\mathbf{R}^{4}$ bundle |
| :--- | :--- | :--- |
| $w^{0}\left(T\left(U_{2}\right)\right)=1$ | $w^{0}\left(N\left(U_{2}\right)\right)=1$ | $w^{0}\left(T(M)_{\mid U_{2}}\right)=1$ |
| $w^{1}\left(T\left(U_{2}\right)\right)=a$ | $w^{1}\left(N\left(U_{2}\right)\right)=a$ | $w^{1}\left(T(M)_{\mid U_{2}}\right)=0$ |
| $w^{2}\left(T\left(U_{2}\right)\right)=0$ | $w^{2}\left(N\left(U_{2}\right)\right)=0$ | $w^{2}\left(T(M)_{\mid U_{2}}\right)=a$ |
| All other $w^{\text {i }}$ 's that are not tabulated | $w^{3}\left(T(M)_{\mid U_{2}}\right)=0$ |  |
| are identically zero by definition. | $w^{4}\left(T(M)_{\mid U_{2}}\right)=0$ |  |

${ }^{2}$ See Ref. 9.
made in the last section that the hypersurface turns spacetime inside out onto itself.

Stiefel-Whitney classes can be interpreted as obstructions to forming independent nonzero vector cross sections. A bundle admits a continuous vector cross section only if the top obstruction, the Euler characteristic, vanishes. $T\left(U_{2}\right)$ admits at least one continuous section, as is well known. But, neither the normal or the tangent bundle can be trivialized (i.e., admit two continuous cross sections) because $w^{1} \neq 0$ (see Milnor and Stasheff, ${ }^{9}$ p. 39). Thus, $T\left(U_{2}\right)$ admits one cross section and $N\left(U_{2}\right)$ admits at most one cross section. Similarly, if $a \cup a \neq 0$ then $T(M)_{\mid U_{2}}$ cannot admit three cross sections. If it could, one could break up $T(M)_{\mid U_{2}}$ into its trivializable part, $\epsilon$, and its orthogonal complement $\epsilon^{\perp}$. Then the Whitney product theorem (3.11) implies that $w^{2}=w^{3}=w^{4}=0$, which is a contradiction. This same idea can be used to prove the proposition on p. 39 of Milnor and Stasheff ${ }^{9}$ that was cited a few sentences back. This is a preview of the discussion of the $\mathbb{R}^{4}$ bundle over $U_{2}$ to be presented in the next section.

With the obstruction information as a guide, one can construct representatives of equivalence classes of normal bundles over the Klein bottle. As was noted in Sec. II, one needs to cover $U_{2}$ with four open sets in order to get all of the geometric information on the two-surface at $r=0$. All of the equivalence classes of normal bundles should result from looking at the possible sets of transition functions that can result on the intersections of the four sets $W_{i}, i=1, \ldots, 4$, that were defined in Sec. II. It will turn out that the bundle structure for the normal bundle is mirrored in the tangent bundle as a result of the orientability of the Kerr manifold in which $U_{2}$ is immersed.

There is a reduction of the normal bundle to the associated principal bundle over $U_{2}$ that has a fiber that is the group $O(1,1) .{ }^{16}$ This group has four connected components that are all disjoint from each other. The four components can be associated with the identity, time reversal, a parity (actually the reflection through an axis in the plane; the term parity will be used as it is a word that is familiar in physics), and a combination of a parity and a time reversal. In matrix form an arbitrary element of $O(1,1)$ can be written as a product of the following kinds of elements. An element of the group that is in the component that is connected to the identity, $I$, is of the form

$$
g_{I}(\alpha)=\left(\begin{array}{ll}
\cosh \alpha & \sinh \alpha  \tag{3.13a}\\
\sinh \alpha & \cosh \alpha
\end{array}\right), \quad 0 \leqslant \alpha<\infty .
$$

A time reversal, $T$, and a parity, $P$, are given by the matrices

$$
T=\left(\begin{array}{rr}
-1 & 0  \tag{3.13b}\\
0 & 1
\end{array}\right), \quad P=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

Any element of $O(1,1)$ can be obtained by multiplying matrices of the type given by (3.13). Referring back to the statement in the previous paragraph about determining all of the equivalence classes of normal bundles from the covering by four open sets, if one takes a refinement of the open cover $\left\{W_{i}\right\}$, then one gets a bundle that is equivalent in the group $O(1,1)$ to the one generated by the cover $\left\{W_{i}\right\}$ (Steenrod, Lemma 2.8). The reason that this is true is that it will be shown that the transition functions for the cover $\left\{W_{i}\right\}$ are
just constants, either $I, P, T$, or $P T$. A refinement of any one of the open sets will introduce transition functions that all lie on the same connected component of $O(1,1)$. All of the transition functions among the sets that make up the refinement of one of the $W_{i}$ will be of the form (3.13a). The problem of finding equivalence classes for the normal bundle is reduced to studying the equivalence classes that are induced by the cover $\left\{W_{i}\right\}$.

Noting that there exists a $\mathbb{Z}$ orientation of $M$ along $U_{2}$ (for the sake of argument say it is positive) and that the transition functions of the orientation bundle over $U_{2}$ are given by (2.5a)-(2.5f) as well as the discrete isometry that relates the two sheets of space-time, one can write the following transition functions for a normal bundle: On

$$
\begin{align*}
& W_{1} \cap W_{2}: g_{11}=g_{22}=I, \quad g_{12}=g_{21}=T P  \tag{3.14a}\\
& W_{3} \cap W_{4}: g_{33}=g_{44}=I, \quad g_{34}=g_{43}=T P  \tag{3.14b}\\
& \left(W_{1} \cap W_{3}\right)_{1}: g_{11}=g_{33}=g_{13}=g_{31}=I  \tag{3.14c}\\
& \left(W_{1} \cap W_{3}\right)_{2}: g_{11}=g_{33}=I, \quad g_{13}=g_{31}=P \\
& \left(W_{1} \cap W_{4}\right)_{1}: g_{11}=g_{44}=I, \quad g_{14}=g_{41}=T P  \tag{3.14d}\\
& \left(W_{1} \cap W_{4}\right)_{2}: g_{11}=g_{44}=I, \quad g_{14}=g_{41}=T \\
& \left(W_{2} \cap W_{4}\right)_{1}: g_{22}=g_{44}=g_{24}=g_{42}=I \\
& \left(W_{2} \cap W_{4}\right)_{2}: g_{22}=g_{44}=I, \quad g_{24}=g_{42}=P  \tag{3.14e}\\
& \left(W_{2} \cap W_{3}\right)_{1}: g_{22}=g_{33}=I, \quad g_{23}=g_{32}=T P  \tag{3.14f}\\
& \left(W_{2} \cap W_{3}\right)_{2}: g_{22}=g_{33}=I, \quad g_{23}=g_{32}=T
\end{align*}
$$

Since the transition functions lie on four disconnected components of $O(1,1)$, it is clear that there can be no continuous cross section of the associated principal bundle to the normal bundle. Hence, the normal bundle is not equivalent to the trivial bundle in the group $O(1,1)$ by Theorem 8.3 and Corollary 8.4 of Steenrod. ${ }^{8}$ This is equivalent to saying that the normal bundle is not parallelizable, which is consistent with the discussion of characteristic classes.

Similarly, one can consider the tangent bundle by the reduction to the group $\mathrm{O}(2)$. The group $\mathrm{O}(2)$ has two connected components that are disjoint from each other. The group is generated by a parity and rotations in the plane. In a manner that is consistent with the treatment of the orientation bundle in (2.5), the transition functions are chosen to be the same as (3.14) with the substitutions, $T P \rightarrow$ rotation by $\pi$ radians, and $T \rightarrow$ parity composed with a rotation by $\pi$ radians. The transition functions for the tangent bundle are given by (3.15),

$$
\begin{equation*}
\text { (3.14) with } T P \rightarrow \text { rotation by } \pi, \quad T \rightarrow P \circ(\text { rotation by } \pi) . \tag{3.15}
\end{equation*}
$$

In direct analogy to the normal bundle, since the transition functions lie on two different components of O (2), the Klein bottle is not parallelizable as is well known.

It can be seen by the constructions in (3.14) and (3.15) that by orientability of $M$, the transition functions of the tangent bundle determine those in the normal bundle and vice versa. Thus, it is clear that there is a one to one correspondence between equivalence classes of normal bundles and of tangent bundles.

Let $B$ be a bundle with group $G$ over a space $X$. Define $G_{e}$ as the component of $G$ connected to the identity and
$\pi_{1}(X)$ is the fundamental group of $X$. One defines the characteristic class, $\chi(B)$, of the bundle by an equivalence class of homomorphisms (Steenrod, 13.10)

$$
\begin{equation*}
\chi: \pi_{1}(X) \rightarrow G / G_{e} \tag{3.16}
\end{equation*}
$$

For $O(2), G / G_{e} \cong \mathbf{Z}_{2}$ and for $O(1,1), G / G_{e}$ is a group with four elements that is not isomorphic to $\mathbf{Z}_{4}$. Its elements are given by the commuting matrices

$$
\begin{align*}
& a=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), \quad b=\left(\begin{array}{lr}
1 & 0 \\
0 & -1
\end{array}\right),  \tag{3.17a}\\
& c=\left(\begin{array}{rr}
-1 & 0 \\
0 & 1
\end{array}\right), \quad d=\left(\begin{array}{lr}
-1 & 0 \\
0 & -1
\end{array}\right),
\end{align*}
$$

or equivalently,

$$
\begin{equation*}
a=I, \quad b=P, \quad c=T, \quad d=P T \tag{3.17b}
\end{equation*}
$$

There are numerous characteristic homomorphisms (12) from the fundamental group of $U_{2}$ to $G / G_{e}$ of $O(1,1)$ that are inequivalent. However, the only ones that are consistent with the global orientation of the Kerr manifold and the discrete isometry at $r=0$ can be determined by their one to one correspondence with the equivalence classes of tangent bundles that was mentioned earlier.
$\pi_{1}\left(U_{2}\right)$ has two noncommuting generators, $\tilde{a}$ and $\tilde{b}$, that obey the single relation $\tilde{a} \tilde{b}=\tilde{b}-1 \tilde{a} .{ }^{8}$ Consequently, there are two nontrivial equivalence classes of tangent bundles. This follows by an application of 13.9 of Steenrod to the reduction of the tangent bundle to the principal bundle with fiber $O(2)$. These classes correspond to the inequivalent homomorphisms

$$
\begin{array}{ll}
\chi: \tilde{a} \rightarrow\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & \tilde{b} \rightarrow\left(\begin{array}{cc}
+1 & 0 \\
0 & -1
\end{array}\right), \\
\chi: \tilde{b} \rightarrow\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & \tilde{a} \rightarrow\left(\begin{array}{rc}
+1 & 0 \\
0 & -1
\end{array}\right), \tag{3.18b}
\end{array}
$$

where the matrices in (3.18) are a standard representation of $\mathbf{Z}_{2}$. The inequivalence of the homomorphism is in the following sense: there is no inner automorphism $g \chi(\tilde{a}) g^{-1}, g \in \mathbb{Z}_{2}$, that can map $\chi(\tilde{a})$ in (3.18a) to $\chi(\tilde{a})$ in (3.18b) (see Steenrod, 13.5).

If (3.18a) corresponds to the bundle that was constructed in (3.15), then it is easy to see how to construct the tangent bundle that corresponds to ( 3.18 b ) from the discussion of the orientation bundle in Sec. II. There was one arbitrary construction in the formation of the orientation bundle. This was the choice of $W_{1}$ and $W_{2}$ to have the same orientation. This was the same arbitrary choice that was made in Table II when region II was chosen instead of region IV. This choice of orientation fixed all of the other transition functions. The inequivalent tangent bundle is obtained by choosing $W_{1}$ and $W_{2}$ to have opposite orientations. Then the transition functions of the new bundle are the same as (3.15) with the substitutions: rotation by $\pi \leftrightarrow$ parity composed with rotation by $\pi$, or this can be expressed by (3.19),
(3.14) with the substitutions $T P \rightarrow P \circ$ (rotation by $\pi$ )

$$
\begin{equation*}
T \rightarrow(\text { rotation by } \pi) . \tag{3.19}
\end{equation*}
$$

Similarly, there are two inequivalent homomorphisms of $\pi_{1}\left(U_{2}\right)$ to $G / G_{e}$ of $O(1,1)$ that are exactly the same as
those in (3.18). One can identify the matrices in (3.18) with elements in (3.17). These homomorphisms represent the unique equivalence classes of normal bundles that are consistent with the global orientation of the Kerr manifold and respects the existence of two sheets of space-time at $r=0$ that have opposite local time directions. The new equivalence class of normal bundle has transition functions that are given by
(3.14) with the substitution $T \leftrightarrow T P$.

## IV. THE $\mathbf{R}^{4}$ BUNDLE OVER $\boldsymbol{U}^{2}$

One can use the results of the previous section to give a quick study of the $R^{4}$ bundle over $U_{2}$. The four-frame bundle is particularly interesting since the four legs of a pseudoorthogonal tetrad can be associated with the measuring rods and clocks of physical observers at $r=0$. Fortunately, almost all of the obstruction information was derived in Sec. III and is contained in Table VI.

First of all, the $R^{4}$ bundle is orientable since there exists a local orientation of $M$ along $U_{2}$. This implies that the $\mathbf{R}^{\mathbf{d}}$ bundle can be reduced to a principal bundle with fiber $\mathbf{S O}(3,1)$. Here $\mathbf{S O}(3,1)$ is isomorphic to $\mathbf{R} P^{3} \times \mathbb{R}^{3}$ which is homotopically equivalent to $\mathbb{R} P^{3}$. Therefore, $\pi_{1}(\mathrm{SO}(3,1)) \cong \pi_{1}\left(R P^{3}\right) \cong \mathbb{Z}_{2}$. Thus, by (3.18) there exist two nontrivial inequivalent classes of $\mathbb{R}^{4}$ bundles over $U_{2}$, corresponding to the constructions that were made for the tangent and normal bundles at the end of the last section.

The Stiefel-Whitney classes for the $\mathbb{R}^{4}$ bundle were tabulated in Table VI of the last section. There was one ambiguity, was $w^{2}\left(T(M)_{\mid U_{2}}\right)$ zero or not? In this section it will be shown that $c^{2}\left(T(M)_{\mid U_{2}}\right) \neq 0$. If $c^{2}\left(T(M)_{\mid U_{2}}\right) \neq 0$ then there can exist at most two linear independent four-vector cross sections over $U_{2}$. As an example of why this needs to be investigated is the Möbius band that is embedded in $E^{3}$. The tangent bundle admits one vector section and the normal bundle does not admit any, but the $R^{3}$ bundle is trivializable. In order to see how this happens, define a Möbius band with a constant twist. Describe the geometry in spherical coordinates. The center circle of the Möbius band is a circle about the $z$ axis in the equatorial plane given by

$$
\begin{equation*}
S(\phi)=\cos (\phi) \hat{x}+\sin (\phi) \hat{y} . \tag{4.1}
\end{equation*}
$$

The tangent vector to the Möbius band along the center circle that is orthogonal to the center circle is given by

$$
\begin{equation*}
t(\phi)=\cos \left(\frac{1}{2} \phi\right) \hat{z}+\sin \left(\frac{1}{2} \phi\right)(\cos (\phi) \hat{x}+\sin (\phi) \hat{y}) \tag{4.2}
\end{equation*}
$$ and the normal vector field along the center circle is given by

$$
\begin{equation*}
n(\phi)=-\sin \left(\frac{1}{2} \phi\right) \hat{z}+\cos \left(\frac{1}{2} \phi\right)(\cos (\phi) \hat{x}+\sin (\phi) \hat{y}) . \tag{4.3}
\end{equation*}
$$

$n(\phi)$ and $t(\phi)$ do not form a global system of coordinates over the Möbius band as they are double valued. Define global orthonormal coordinates in $\mathbb{R}^{3}$ along the Möbius band as in (4.4),

$$
\begin{align*}
& \hat{e}_{1}=\cos \left(\frac{1}{2} \phi\right) t(\phi)+\sin \left(\frac{1}{2} \phi\right) n(\phi),  \tag{4.4a}\\
& \hat{e}_{2}=-\sin \left(\frac{1}{2} \phi\right) t(\phi)+\cos \left(\frac{1}{2} \phi\right) n(\phi),  \tag{4.4b}\\
& \hat{e}_{3}=\cos (\phi) \hat{x}+\sin (\phi) \hat{y} . \tag{4.4c}
\end{align*}
$$

Then the three vector fields,

$$
\begin{align*}
& \hat{e}_{1}=\cos (\phi) \hat{z}+\sin (\phi)(\cos (\phi) \hat{x}+\sin (\phi) \hat{y})  \tag{4.5a}\\
& \hat{e}_{2}=-\sin (\phi) \hat{z}+\cos (\phi)(\cos (\phi) \hat{x}+\sin (\phi) \hat{y})  \tag{4.5b}\\
& \hat{e}_{3}=\cos (\phi) \hat{x}+\sin (\phi) \hat{y} \tag{4.5c}
\end{align*}
$$

are three independent cross sections since they define singlevalued coordinates. A rotation in the plane that is spanned by $t(\phi)$ and $n(\phi)$ was used to trivialize the bundle. This is the same as saying that the bundle is equivalent to the trivial bundle in $\mathrm{SO}(2)$. Here $\mathrm{SO}(2) \subset \mathrm{SO}(3)$ implies that the $\mathbb{R}^{3}$ bundle is trivializable.

One might think that it could be possible to do a similar thing with the $\mathbb{R}^{4}$ bundle on $U_{2}$ by rotating in the ( $\phi, t$ ) plane and the ( $r, \theta$ ) plane independently. This is the same as trying to find a section for the associated principal bundle with fiber $S O(3,1)$. However, a continuous rotation in the ( $\phi, t$ ) plane rotates spacelike regions through the light cone into timelike regions. This is inconsistent with the pseudo-Riemannian nature of the manifold. Thus, one cannot do the same thing that was done for the Möbius band in $E^{3}$. This was hinted at by the fact that there are only two equivalence classes for the $\mathbf{R}^{4}$ bundle. This means that all of the information in the $\mathbb{R}^{4}$ bundle can be obtained by its decomposition into its normal and tangent components unlike the $\mathbf{R}^{3}$ bundle over the $\mathrm{Mö}$ bius band. Thus there is an obstruction to continuing a cross section of the $\mathbb{R}^{4}$ bundle to the two-skeleton of $M$. One concludes that $c^{2}\left(T(M)_{\mid U_{2}}\right) \neq 0$.

The other obstruction cocycles can be evaluated more directly. The existence of the vector cross section in the tangent bundle implies that there is at least one vector cross section of the $\mathrm{R}^{4}$ bundle. Thus, $c^{4}\left(T(M)_{\mid U_{2}}\right)=0 .{ }^{8}$ The orientability of the bundle as stated earlier implies that $c^{1}\left(T(M)_{\mid U_{2}}\right)=0$.

In order to proceed further, construct a four-dimensional manifold by taking a tubular of $U_{2}$ (as Whitney does in Ref. 10). This is a four-manifold, $M^{\prime}$, that must be orientable since it is a four-dimensional submanifold of $M$. Hence, $c^{3}\left(T\left(M^{\prime}\right)_{\mid U_{2}}\right) \equiv c^{3}\left(T\left(M^{\prime}\right)_{\mid U_{2}}\right)=c^{3}\left(T(M)_{\mid U_{2}}\right)$ must vanish by the orientability of $M^{\prime}$ as discussed in Whitney, ${ }^{10} \mathrm{p}$. 137. It should be noted that the breakdown of the four-manifold structure at $\rho=0$ is a technicality that is not always mentioned. It is irrelevant to these arguments since the spaces are CW complexes for which the same conclusions will hold.

The results of the investigation of the obstruction cocyles are tabulated for the $\mathbb{R}^{4}$ bundle over $U_{2}$ in (4.6),

$$
\begin{align*}
& c^{1}\left(T(M)_{\mid U_{2}}\right)=w^{1}\left(T(M)_{\mid U_{2}}\right)=0,  \tag{4.6a}\\
& c^{2}\left(T(M)_{\mid U_{2}}\right)=w^{2}\left(T(M)_{\mid U_{2}}\right)=a-a, \tag{4.6b}
\end{align*}
$$

by (3.8) and $a-a$ cannot be zero by the discussion in this section

$$
\begin{align*}
& c^{3}\left(T(M)_{\mid U_{2}}\right)=w^{3}\left(T(M)_{\mid U_{2}}\right)=0,  \tag{4.6c}\\
& c^{4}\left(T(M)_{\mid U_{2}}\right)=w^{4}\left(T(M)_{\mid U_{2}}\right)=0 . \tag{4.6d}
\end{align*}
$$

## V. SPINORIALIZED NULL FLAGS

Penrose has attempted to define the Weyl spinors of the Lorentz group SO ( 3,1 ) [corresponding to fundamental representations of $S L(2, \mathbb{C})$ ] by a purely geometric realization. His construction, a null flag, involves a null vector and a
spacelike half-plane. The reader is referred to Chap. 1 of Ref. 3 as the details of the invariance of this construction are too lengthy to be duplicated here. Although this construction is successful in many ways, spinors of opposite sign have been identified with each other. He is forced to introduce "spinorial" objects in an ad hoc and not well-defined fashion in order to resolve this ambiguity. In essence, the fundamental geometrical difficulty in interpreting the 2 to 1 mapping from $\operatorname{SL}(2, \mathbb{C}) \rightarrow \mathrm{SO}(3,1)$ is glossed over. The aim of this section is to show how a spinorialized version of null flags arise naturally in the Kerr manifold.

The reason why Penrose's construction fails can be seen by the following interpretation in terms of fiber bundles over the two-sphere. A null vector, $n^{\mu}$, is given by $n^{\mu}=\psi \sigma^{\mu} \bar{\psi}$, where $\sigma^{\mu}$ is a $2 \times 2$ Pauli spin matrix and $\psi$ is a Weyl twospinor. This is the mapping that associates a spinor with a null direction. A particular null vector, $n^{\mu}$, determines $\psi$ up to a phase, $e^{i \alpha}$. The set of spatial orientations of spinors is isomorphic to the rotation group, $\mathrm{SU}(2)$, by the transitive action of $\operatorname{SU}(2)$ on the space of two-spinors. $\mathrm{SU}(2)$ is topologically $S^{3}$. Here $\operatorname{SL}(2, \mathbb{C})$ is topologically $S^{3} \times R^{3}$, where $R^{3}$ represents the three possible boost directions. The boosts will be ignored for now so that one can study the effects of spatial rotations. The set of unboosted future directed null vectors span the null sphere at infinity $S_{+}^{2}$ [by unboosted one means in Penrose's construction that the extent of the null vectors (see Ref. 3 for a definition) is constant or equivalently one has taken a constant time section of $S^{2}$ with $t=1$ in his coordinates $]$. The phase ambiguity in the mapping from null vectors to spinors, $e^{i \alpha}$, corresponds to a circle, $S^{1}$. If one fibers the sphere $S^{2}$ with circles, $S^{1}$, by the Hopf fibration then one has the set of spatial orientations of spinors, namely, $S^{3}$ (Ref. 8). Penrose almost did this. The set of spatial orientations of null flags of fixed extent is an $S^{1}$ bundle over $S^{2}$. The null vectors or flagpoles span $S_{+}^{2}$, the base space. Penrose fibered this with his half-plane flags which are spanned by the flagpole and a vector in the tangent space at a point $p \in S_{+}^{2}$, where $p$ is the point at which the flagpole pierces the null sphere. The set of null flags of fixed extent is therefore isomorphic to the tangent bundle over $S_{+}^{2}, T\left(S_{+}^{2}\right)$. If the extent of the flagpoles were not held fixed then the space of possible configurations of null flags is isomorphic to $T\left(S^{2}\right) \times R^{3}$. As is well known the tangent bundle to the two-sphere is the real projective three-space. ${ }^{8}$ The set of spatial orientations of null flags of fixed extent is therefore $\mathbb{R} P^{3} \cong T\left(S^{2}\right) \cdot \mathbb{R}^{3}$ can be realized as a circle bundle over $S^{2}$ (Ref. 8). This is clear since the tangent bundle can be reduced to a principal $\mathrm{SO}(n)$ bundle. $\mathrm{SO}(2)$ is topologically $S^{1}$. Thus, the set of spatial orientations of null flags of fixed extent is the $S^{1}$ bundle over $S^{2}$ that is topologically $\mathbb{R} P^{3}$. The circle bundle that corresponds to the spatial orientations of the spin vectors is the Hopf fibration of $S^{3}$. Here $S^{3}$ maps 2 to 1 to $\mathbb{R} P^{3}$; hence the sign ambiguity in Penrose's construction.

If one constructs a line bundle over $\mathbb{R} P^{3}$, one can clearly obtain $S^{3}\left(\mathbb{R} P^{3} \cong S^{3} / \mathbb{Z}_{2}\right)$. Such a line bundle arises naturally in the Kerr geometry. One has a mapping from the twosurface at $r=0$ to the null sphere at infinity by means of the principal null congruences. The line bundle can be thought of as arising from the orientation bundle along the set of
"base" points of the principal null congruences as they leave the two-surface at $r=0$ (i.e., the orientation bundle that was constructed in Sec. II). The flag is essentially (for flagpoles of fixed extent) a point on a circle in the tangent space at some point of $S_{+}^{2}$. This circle is replaced in this construction by a Möbius band (i.e., a nontrivial line bundle over $S^{1}$ ). Similarly, one can use the boundary of a Möbius band to give a double covering of $S^{1}$ in order to describe the possible orientations of the flag half-plane about the fiagpole. More relevantly, this could also correspond to the circle of $4 \pi$ radians that bounds the equatorial region of the two-surface at $r=0$ that was described in Fig 17. As discussed in Sec. II, this circle passes through the positive orientation sheet of the two-surface for half of the circle and the negative orientation sheet on the other half. Thus, for each flagpole, the equatorial circle covers the possible orientations of the null flags in a two to one manner.

The two to one covering of $T\left(S_{+}^{2}\right)$ can be traced to the decomposition of $U_{2}$ into its two constituent $R P^{2}$ 's. By transporting a normal vector around closed paths in $\mathbb{R} P^{2}$ one can obtain a normal vector of opposite sign after completing the circuit (nonorientability of $\mathbf{R} P^{2}$ ). Thus, the inward and outward pointing normals of $\mathbb{R} P^{2}$ can be related by continuous translations around the surface unlike the case for $S^{2}$ (since $S^{2}$ is orientable, translating an outward pointing normal around a close curve yields an outward pointing normal). Thus, in the immersion of $\mathbf{R} P^{2}$ in a pseudo-Riemannian four-space the set of spacelike normals has one connected component that can be mapped one to one to the points of the two-sphere (not just a hemisphere!). Similarly, the spacelike component of the normal space of two $\mathbf{R} P^{2}$ 's can double cover $S^{2}$. This mapping is realized by the component of the principal null congruences in the normal space to $U_{2}$ (Ref. 1). The double covering of the null sphere at asymptotic infinity is accomplished by means of covering $S^{2}$ with both ingoing and outgoing principal null congruences.

There is a global consistency requirement of this construction. If a spinorialized null flag is rotated by $\theta=2 \pi$ radians, it is the same as rotating by $\phi=2 \pi$ radians as in (5.3)-(5.5). One must be on the same sheet of the line bundle over $\mathbf{R} P^{3}$. This is guaranteed by the global geometry of the two-surface at $r=0$ that is given in Figs. 19 and 21. The remainder of this section is an attempt to make the global consistency requirement and the actual mapping to spinorialized null flags more explicit. To do this one needs to invoke many of Penrose's constructions for null flags.

This construction can be considered as a double covering of the Riemannian sphere, where the tangent spaces are double covered as well. The interesting thing is that the Klein bottle has a hole in it and the sphere does not. If one pictures the Klein bottle as a sphere with a handle as in Fig. 14 , then the hole is the region between the handle and the sphere. The origin of the hole in $U_{2}$ is the two holes (regions homeomorphic to a disk) that were cut in the two $\mathbb{R} P^{2}$ 's in making the connected sum. These holes were like two infinitesimally thin slits at the equator at $r=0$ before the connected sum is made. However, after the connected sum is formed, the resulting topology implies that the hole must be of the same size as the handle (see Fig. 14). One concludes


FIG. 25. The stereographic projection from the north pole of $S_{+}^{2}$ into the Argand plane at $z=0$ with complex coordinate $\zeta$.
that the hole is of infinitesimal extent in every direction. The hole itself does not turn up on the doubly covered sphere at infinity but the mouths of the handle do (i.e., where the handle joins the sphere in Fig. 14). The mouths of the handle are illustrated in Fig. 22. These mouths turn up as infinitesimal holes in the doubly covered sphere (see Figs. 26 and 27). On the doubly covered sphere at infinity, they simply appear as junctions between sheets of the double covering.

The Riemannian sphere results from the stereographic projection of the null sphere that is spanned by the flagpoles into a plane. The coordinates on the plane are given by (5.6) in terms of complex numbers making this an Argand plane (See Fig. 25). The north pole cannot be projected into the plane and must be attached to the entire boundary of the plane of infinity resulting in the Riemannian sphere.

Figure 14 leads straightforwardly to a mapping from the two-surface at $r=0$ to a doubly covered sphere at null infinity as pictured in Fig. 26 by just integrating out along the principal null geodesics. The dashed lines represent a negative spatial orientation at the base points of the principal null geodesics that span this covering of the null sphere at infinity. The solid lines represent the covering of the null sphere at infinity that has a positive orientation at the base points. Note that in this construction the future directed sheet of the two-surface at $r=0$ maps to the northern hemisphere ( 2 to 1) and the past directed sheet to the southern hemisphere.


FIG. 26. The doubly covered sphere. The dashed inner sphere is the negative orientation sheet and the solid line outer sphere is the positive orientation sheet. The junctions between the two sheets are given by Fig. 19. The small circles represent the image of the mouths of the handle of the Klein bottle at $r=0$.

There is an equivalent (on the level of fiber bundles) construction where the mappings are reversed.

The infinitesimally small mouths of the handle of the Klein bottle at $r=0$ integrates so as to represent the intersections of the meridianal junction and the equatorial junction on the doubly covered sphere in Fig. 26. The equatorial junction is between hemispherical regions that are distinguishable in that the null generators that span these regions have origins on different sheets of space-time at $r=0$. It was established in Sec. III that there exists a trivial normal line bundle over the Klein bottle. This corresponds to choosing a future time direction over the whole surface as viewed in the stationary frame at asymptotic infinity. Thus, all of the null geodesics that strike the doubly covered null sphere can be chosen to be future directed. This implies that at the points of origin on the past directed sheet these null geodesics must appear past directed to local observers at $r=0$. One can represent the two sheets of the doubly covered sphere as corresponding to different orientations of $S_{+}^{2}$. The positive orientation is represented by an outward pointing normal vector field corresponding to $k_{\text {out }}$ (using the notation for the principal null geodesics that was introduced in Sec. II). The negatively oriented sheet of the doubly covered sphere has $k_{\text {in }}$ as the normal vector field. The meridian that is signified in Fig. 26 (a junction between the two sheets of the doubly covered sphere) represents the fact that one sheet rotates into the other after an azimuthal rotation of $2 \pi$ radians.

The statements in the previous paragraph are analogous to the bundle structures on $U_{2}$. If one of the hemispherical shells in the model of the Klein bottle in Fig. 14 is rotated by $2 \pi$ radians it will change orientation sheets as is stated in Fig. 19. In complete analogy, one can cover the doubly covered sphere by four open sets $W_{i}^{\prime}(i=1, \ldots, 4)$, that can be considered as the same open sets that were used to cover $U_{2}$ that have been translated along the principal null goedesics to the doubly covered sphere at infinity. One can go as far as to define transition functions for the orientation bundle as having the same values as those that were found for $U_{2}$ in (2.5). However, one has the added simplification that one no longer needs to consider the disjoint nature of some of the intersections of the $W_{i}$ 's. The small sets that are labeled with a subscript 1 as in ( $\left.W_{i} \cap W_{j}\right)_{1}$ are not manifested on the doubly covered sphere at infinity. The changing of the time and spatial orientation sheets at the equatorial junctions is just the analog of what was found in Fig. 19 when a tangent twoframe was transported along a curve through the equatorial region of the two-surface at $r=0$. In essence, the geometry of the doubly covered sphere is contained in Fig. 19.

Analogous to the double covering of the Riemannian sphere, there is a double covering of the Argand plane as indicated in Fig. 27. The shaded regions correspond to null geodesics that originate on the future directed sheet at $r=0$ and the unshaded regions to those that originated on the past directed sheet. The meridian that is drawn in Fig. 27 and the equatorial junction have the same interpretations as those in Figs. 19 and 26.

The tangent space at a point on the doubly covered sphere is drawn in Fig. 28. It is a double covering of the tangent plane. A rotation designated by the polar angle $\alpha$


FIG. 27. The doubly covered Argand plane that is obtained by a stereographic projection of the doubly covered sphere in Fig. 26. The shaded region is associated with principal null geodesics that originate on the future directed sheet of space-time at $r=0$. Similarly, the unshaded region is associated with the past directed sheet of space-time at $r=0$. The small circles represent the image of the mouths of the handle of the two-surface at $r=0$.
about the base point in the tangent space of $2 \pi$ radians rotates one sheet into the other as indicated by the radial line junction between the sheets that are labeled $\alpha=0$ in Fig. 28. The two sheets of the tangent space correspond to the two tangent planes at each point of $S^{2}$ that are induced by the double covering. This rotational structure follows from the fact that rotation in the tangent space corresponds to a rotation of the two-surface at $r=0$ about its symmetry axis, where the base point of the tangent space is defined to lie on this symmetry axis. The double sheeted nature of the tangent space then follows from Fig. 19. Thus one has a double covering of the set of flags for each flagpole. The set of vectors in this doubly covered plane when combined with the flagpole that passes through the base point of the tangent space defines the set of spinorial flags that can be associated with this particular flagpole.

Base states for the spinorialized null flags can be defined in a straightforward manner. A spin $+\frac{1}{2}$ state, ( $\left.\begin{array}{l}1 \\ 0\end{array}\right)$, can be given by the north pole of the $k_{\text {out }}$ sheet of the doubly covered sphere at infinity with the spinorial flag aligned with the demarcated meridian in Fig. 26 (this corresponds to $\alpha=0$ on the positive orientation sheet of the tangent space). The state $-\binom{1}{0}$ would correspond to the north pole of the $k_{\text {in }}$ sheet of the doubly covered sphere with spinorial flag pointing along the demarcated meridian on the negative orientation sheet of Fig. 26 (this corresponds to $\alpha^{\prime}=0$ on the negative orientation sheet of the tangent space, where $\alpha^{\prime}=\alpha+2 \pi$ ). It is implicit in this construction that if spinors represent spin angular momentum that the angular momentum vector points along the flagpole on the doubly covered sphere [i.e., the states $\binom{1}{0}$ and $-\binom{1}{0}$ have the same angular momentum vector]. The other base state, spin $-\frac{1}{2}$ or $\binom{0}{1}$, is given by the south pole of the positive orientation


FIG. 28. The tangent space of the doubly covered sphere is a doubly covered tangent plane.
sheet of the doubly covered sphere with the spinorial flag pointing in the opposite direction of the demarcated meridian at the south pole of Fig. 26 (this corresponds to $\alpha=0$ on the positive orientation sheet of the tangent space at the south pole). Its angular momentum vector is antiparallel to that of the spin $+\frac{1}{2}$ state. One defines a $-\binom{0}{1}$ state analogously to the definition of $-\binom{1}{0}$.

Penrose has shown that if one takes the complex number, $\zeta$, which is a coordinate on the Argand plane and signify it by a ratio of complex numbers, $\zeta=\xi / \eta$, then $\xi$ and $\eta$ can be chosen to transform like the components of the Weyl spinor ( ${ }_{\eta}^{\xi}$ ) and are defined by a null flag up to a sign. ${ }^{3}$ The reader is referred to Ref. 3 for the details of Penrose's treatment as it is too lengthy to be reproduced here.

Briefly, the analog of what Penrose did with the Riemannian sphere can be sketched here for the doubly covered Riemannian sphere. One can replace the complex coordinate, $\xi$, on the Argand plane by a density $\widehat{\xi} \equiv \zeta e_{\alpha} \equiv \xi e_{\alpha} / \eta e_{\alpha}$, where $e_{\alpha}$ represents the line fiber of the trivialization of the orientation bundle on each of the four open sets $W_{i}^{\prime}$ defined in the discussion following Fig. 26 and in (2.5). Here $\widehat{\zeta}$ can be construed as a coordinate on the doubly covered Argand plane. It should be noted that this is the minimal number of open sets that can be used to cover the doubly covered sphere (as is well known one needs two for each sphere). One interprets $\hat{\xi}$ on the positive orientation sheet to be
$\hat{\xi}=\left(\xi e^{i(1 / 2) \alpha}\right) /\left(\eta e^{i(1 / 2) \alpha}\right) \sim\left({ }_{\eta}^{\xi}\right) e^{i(1 / 2) \alpha}, \quad$ where $0 \leqslant \alpha \leqslant 2 \pi$,
where $\alpha$ gives the rotation angle in the spinorialized flag plane on the positive sheet of the doubly covered tangent space. Note that if $\alpha>2 \pi$ the flagpole must be on the other orientation sheet of the doubly covered sphere. The base point of the tangent space can be determined from $\xi$ and $\eta$ by (5.6) and (5.7). The density on the negative orientation sheet is given by

$$
\begin{equation*}
\hat{\zeta}=\left(\xi e^{i(1 / 2) \alpha}\right) /\left(\eta e^{i(1 / 2) \alpha}\right) \sim\left({ }_{\eta}^{\xi}\right) e^{i(1 / 2) \alpha}, \tag{5.1b}
\end{equation*}
$$

where $2 \pi \leqslant \alpha \leqslant 4 \pi$,
or if $\alpha^{\prime}$ is the angle that is defined on the negative sheet of the tangent space then (5.1b) can be written as

$$
\begin{align*}
\hat{\zeta} \equiv & \left(\xi e^{i(1 / 2) \alpha^{\prime}}\right) /\left(\eta e^{i(1 / 2) \alpha^{\prime}}\right) \sim\left({ }_{\eta}^{\xi}\right) e^{i(1 / 2) \alpha^{\prime}}  \tag{5.1b'}\\
& \text { where } 0 \leqslant \alpha \leqslant 2 \pi .
\end{align*}
$$

Consequently, to define the density one needs a global definition of $\alpha=0$ and $\alpha^{\prime}=0$. By the transitive action of $\mathrm{SU}(2)$ [the rotation subgroup of $\mathrm{SL}(2, \mathrm{C})$ ] on the set of Pauli spinors, every spatial orientation of a spinorialized null flag of fixed extent can be obtained by a rotation applied to the base state corresponding to the Pauli spin $\binom{1}{0}$. These rotations can be described by the three Euler angles $\phi, \theta$, and $\gamma^{20}$ For the spinorialized null flags the rotation group is reparametrized by $\phi, \theta$, and $\alpha$, the rotation angle in the tangent space. Choose $\alpha=0$ for the tangent space at the north pole to be along the tangent vector that is mapped by the exponential map to the demarcated meridian on the positive orientation sheet of the doubly covered sphere in Figs. 26
and 27. Similarly, the radial line in Fig. 28 that represents $\alpha^{\prime}=0$ exponentiates onto the corresponding demarcated meridian on the negative sheet. By transitivity, one can define $\alpha=0$ for other flagpoles and the associated spinorialized flag planes by parallel transporting this tangent vector at the north pole to the tangent space at other points of the same sheet of the doubly covered sphere. Since $\partial / \partial \theta$ and $\partial / \partial \phi$ are an orthogonal coordinate frame (not orthonormal ) on the sphere (i.e., $[\partial / \partial \theta, \partial / \partial \phi]=0$ ), the flagpole that is obtained by translating first in the $\theta$ direction then in the $\phi$ direction is the same as for the reverse order. Similarly, the vector in the tangent space that labels $\alpha=0$ is invariant under the order of parallel translation on the positive orientation sheet minus the south pole. The validity of this claim can be seen by the fact that the sphere minus the south pole can be thought of as the one to one image of the conformal mapping of the sphere into the Argand plane by projection from the south pole. The plane is flat, so the translation of the vector signifying $\alpha=0$ is independent of the path. The ambiguity in defining $\alpha=0$ at the south pole by the translation of a vector from the north pole arises because the Euler number of the sphere is 2 . A discussion of the implications of $\chi=2$ is given in the analysis of (5.5). There is obviously a relationship between this phenomena and the need to independently define a new base state, $\binom{0}{1}$, at the south pole. The definition of this state that was given earlier in this section depends on differentiating between the various possible paths that are available for parallel translation. The unique path that was chosen corresponds to a rotation about the $y$ axis [coordinates of Fig. 25 and (5.6) and (5.7)] of the $\alpha=0$ tangent vector of the state $\binom{1}{0}$ by $\pi$ radians to get the $\alpha=0$ tangent vector for $\binom{1}{0}$ at the south pole [see (5.4)].

If one considers the tangent bundle of the doubly covered sphere as was done for the orientation bundle then one can just take the tangent bundle structure that was defined in Sec. III to describe this tangent bundle at asymptotic infinity. As with the orientation bundle on the doubly covered sphere, one can ignore one of the components of the disjoint intersections, namely, those of the form ( $\left.W_{i} \cap W_{j}\right)_{1}$. The remaining transition functions are the same as those in Sec. III. The group of the tangent bundle with this covering by four sets can be considered to be a four element discrete group that is spanned by the transition functions in (3.15). The four group elements are $I, P$, rotation by $\pi$ and $P \circ$ (rotation by $\pi$ ). Steenrod shows in Theorem 13.2 of Ref. 8 that translation of a fiber along a curve is a unique operation for a bundle with a discrete group. Thus, one can relate the $\alpha^{\prime}=0$ tangent vectors for flagpoles on the negative orientation sheet of the doubly covered sphere that are obtained by parallel translating from the north pole of this sheet to the $\alpha=0$ spinorial flags that are similarly defined on the positive orientation sheet in a unique way. If one makes the unique matching of the parallel translates from both south poles and both north poles then one has the global definition of $\alpha$ and $\alpha^{\prime}$ that is desired.

Penrose shows that from the topology of $\operatorname{SO}(3,1)$ $\cong \mathbb{R} P^{3} \times \mathbb{R}^{3}$, where $\mathbb{R}^{3}$ represents the boosts and $\mathbb{R} P^{3}$ the rotations, that one need only to establish the transformation laws for spatial rotations and $z$ boosts (toward the north
pole) in order to describe all of the Lorentz transformational properties as any Lorentz transformation can be decomposed into a product of these. The rotation law for the spinorialized null flags can be obtained in the same way that Penrose derived them for null flags.

For a rotation about the $z$ axis of $\psi$ radians, one finds from the stereographic projection from $S_{+}^{2}$ that the coordinate in the doubly covered Argand plane transforms as ${ }^{3}$

$$
\begin{equation*}
\hat{\zeta}^{\prime}=e^{i \psi} \widehat{\zeta} \tag{5.2}
\end{equation*}
$$

from which one concludes that

$$
\binom{\xi^{\prime}}{\eta^{\prime}}=\left(\begin{array}{ll}
e^{i(1 / 2) \psi} & 0  \tag{5.3a}\\
0 & e^{-i(1 / 2) \psi}
\end{array}\right)\binom{\xi}{\eta} e^{i(1 / 2) \bar{\alpha}(\psi)}
$$

But $\widetilde{\alpha}(\psi)$ is actually zero since the matrix by itself is consistent with the changing of sheets that is defined by Fig. 19. For example, if one has a pure $\binom{1}{0}$ or $\binom{0}{1}$ state then a rotation about the $z$ axis is just a rotation of the spinorial flagpole. The change in $\alpha$, the polar angle in the tangent plane, is just given by the matrix in (5.3a) with the substitution $\psi \rightarrow \alpha$. Clearly, this description of $\alpha$ as a phase (actually the orbit of the one-parameter group that is generated by $\alpha$, a doubly covered circle in the tangent space, is merely being mapped to a singly covered circle by a half-angle mapping in this identification of $\alpha$ with a phase) describes the changing of orientation sheets that is associated with the spinorialized flags in a manner that is consistent with the definition of the density, $\widehat{\zeta}$, in (5.1). Since one can decompose any Weyl spinor into a linear combination of base states, one can conclude that the transformation on the doubly covered Argand plane induced by rotation about the $z$ axis induces a transformation in $\mathbb{C}^{2}$, the two-dimensional complex space that is spanned by $\xi$ and $\eta$, that can be described in matrix notation as

$$
\binom{\xi^{\prime}}{\eta^{\prime}}=\left(\begin{array}{ll}
e^{i(1 / 2) \psi} & 0  \tag{5.3b}\\
0 & \left.e^{-i(1 / 2) \psi}\right)
\end{array}\right)\binom{\xi}{\eta} .
$$

As stated above, (5.3b) is consistent with the definition of the coordinate $\hat{\xi}$ given in (5.1). Namely, a rotation of $2 \pi$ about the $z$ axis causes $\hat{\xi}$ to change orientation sheets. Similarly, no matter which direction the flagpole that is associated with a spinorialized null flag points in space, a rotation about the direction along the flagpole just rotates the spinorialized half-plane. After $2 \pi$ radians, the spinorialized null flag lies on a different sheet of the doubly covered sphere. This represents the coordinate independence of this construction. Note that (5.3) is inconsistent with the rotational properties of Penrose's flags (half-planes) for the states ( $\left.\begin{array}{l}1 \\ 0\end{array}\right)$ and ( ${ }_{1}^{0}$ ).

For a rotation about the $y$ axis of the Riemannian sphere by $\theta$ radians, the stereographic projection implies that ${ }^{3}$

$$
\binom{\xi^{\prime}}{\eta^{\prime}}=\left(\begin{array}{cc}
\cos \left(\frac{1}{2} \theta\right) & -\sin \left(\frac{1}{2} \theta\right)  \tag{5.4}\\
\sin \left(\frac{1}{2} \theta\right) & \cos \left(\frac{1}{2} \theta\right)
\end{array}\right)\binom{\xi}{\eta} .
$$

This is consistent with the structure of the junction conditions between the two sheets of the doubly covered sphere as given by (2.5) with the minor modifications that are indicated earlier in this section. By the positions of the junctions and Fig. 19 it is implicit that all of the spinorialized null flags of the form $R_{z}(\phi) R_{y}(\theta)\binom{1}{0}=\psi$ for the parameter ranges
( $0 \leqslant \phi \leqslant 2 \pi,-\frac{1}{2} \pi \leqslant \theta \leqslant 3 \pi / 2$ ) or ( $2 \pi \leqslant \phi \leqslant 4 \pi, 3 \pi / 2 \leqslant \theta \leqslant 7 \pi /$ 2) all have images on the same sheet of the doubly covered sphere. The parameter ranges ( $0 \leqslant \phi \leqslant 2 \pi, 3 \pi / 2 \leqslant \theta \leqslant 7 \pi / 2$ ) and ( $2 \pi \leqslant \phi \leqslant 4 \pi,-\frac{1}{2} \pi \leqslant \theta \leqslant 3 \pi / 2$ ) have images on the other orientation sheet.

When there is a rotation about the $x$ axis by $\bar{\chi}$ radians Penrose finds that

$$
\binom{\xi^{\prime}}{\eta^{\prime}}=\left(\begin{array}{ll}
\cos \left(\frac{\bar{\chi}}{}\right) & i \sin \left(\frac{\overline{2} \bar{\chi})}{i \sin \left(\frac{1}{2}\right)}\right.  \tag{5.5}\\
\cos \left(\frac{(2}{2}\right)
\end{array}\right)\binom{\xi}{\eta} .
$$

Spinorialized null flags that are defined by $\psi=R_{z}(\phi)$ $\times R_{x}(\bar{\chi})\left(1_{0}^{1}\right)$ can lie on different sheets of the doubly covered sphere. The parameter ranges for each sheet are not as easy to write as they were for the $y$ rotation. The reason being that a rotation about the $x$ axis of the spinorialized null flag that corresponds to ( ${ }_{0}^{1}$ ) does not leave the angle of the spinorialized half-plane, $\alpha$, equal to zero. This results from the topology of $S^{2}$. The ambiguity in defining a global $\alpha=0$ at the south pole of the null sphere by parallel transport that was discussed earlier in this section is of the same origin as this problem.

If one rotates the tangent plane with $\alpha=0$ at the north pole by $\pi$ radians about the $y$ axis, then $\alpha=0$ in the tangent plane at the south pole in accordance with the global definition of $\alpha$ that was made earlier in this section in conjunction with the definition of the spin- $\frac{1}{2}$ base state. If one now rotates the same tangent space at the north pole about the $x$ axis by $\pi$ radians, one finds that the tangent space at the south pole has been rotated by $\pi$ radians with respect to the plane that was obtained by rotation about the $y$ axis. Hence, $\alpha=\pi$. This is due to the singular point structure of the tangent bundle of the sphere (the sphere has Euler number, $\chi=2$ ). ${ }^{7}$ The fact that the singular point at the south pole has degree equal to 2 is manifested in the fact that the $x$ axis is obtained from the $y$ axis by an azimuthal rotation of $\frac{1}{2} \pi$ radians, yet $\alpha=2\left(\frac{1}{2} \pi\right)$ $=\pi$. As a further consequence of the fact that the singular point is of degree 2 , one can see that as one rotates about different axes in the equatorial plane at asymptotic infinity by $\pi$ radians then the tangent plane with $\alpha=0$ at the north pole rotates into a distinct spatial configuration of the tangent plane (different $\alpha$ ) at the south pole for each one of these axes. As a matter of fact, as the axis of rotation in the equatorial plane is changed continuously the resultant tangent plane at the south pole continuously changes spatial configuration. The angle $\alpha$ varies continuously over its entire range from 0 to $4 \pi$ as the rotation axis is varied from $0 \leqslant \phi \leqslant 2 \pi$ (degree 2 nature of the singular point). The conclusion of this discussion of the degree of the singular point is that the parameter range of $\bar{\chi}$ that corresponds to different orientation sheets for spinorialized null flags of the form $\psi=R_{z}(\phi) R_{x}(\theta)\binom{1}{0}$, though implied by (5.3), (5.4), and Fig. 19, will be more complicated than it was for $\theta$.

The discussion in the previous paragraph accounts for the different possible identifications of spinorialized null flags that are obtained by rotating ( $\binom{1}{0}$ about the $x$ axis by $\bar{\chi}$ radians and the $z$ axis by $\phi_{x}$ radians and the same state that can be described by an equivalent representation as a rotation by $\theta$ radians about the $y$ axis and $\phi_{y}$ radians about the $z$ axis. These equivalences are obtained by equating the ac-

TABLE VII. Equivalent representations of spinorialized null flags that are obtained by the action of elements of SU(2), with the indicated set of group parameters, on the spin $+\frac{1}{2}$ base state.

| (1) $\theta=0$ |  | $\bar{\chi}=0$ | (2) $\theta=\pi$ |  | $\bar{\chi}=\pi$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}$ | $\phi_{y}$ |  | $\phi_{x}=\phi_{y}+\pi$ |
| (3) $\theta=\pi$ |  | $\bar{\chi}=3 \pi$ | (4) $\theta=3 \pi$ |  | $\bar{\chi}=\pi$ |
| $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}-\pi$ | $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}-\pi$ |
| (5) $\theta=3 \pi$ |  | $\bar{\chi}=3 \pi$ | (6) $\theta=2 \pi$ |  | $\bar{\chi}=2 \pi$ |
| $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}$ | $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}$ |
| (7) $\theta=0$ |  | $\bar{\chi}=2 \pi$ | (8) $\theta=2 \pi$ |  | $\bar{\chi}=0$ |
| $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}+2 \pi$ | $\phi_{y}$ | $\sim$ | $\phi_{x}=\phi_{y}+2 \pi$ |

tions of (5.4) and (5.5) applied to the state $\binom{1}{0}$. The sets of parameters that yield the same spinor are tabulated in Table VII.

As stated earlier, all of the boost transformation laws can be deduced by studying the transformation rules for boosts along the $z$ axis. To do this, one must look at the topology of the product space of spatial orientations of the spinorialized null flags. In particular, the component $\mathbb{R}^{3}$ corresponding to the three boost directions must be incorporated into the construction of the spinorialized null flags. To this point, the radius of the doubly covered sphere has been fixed ( this corresponds to fixing the extent of Penrose's flagpole in Ref. 3). This was the condition that was needed in the study of the effects of rotating the doubly covered sphere. It was implicit that one was looking at the null sphere in a constant time cross section chosen by Penrose to be $t=1$. Now, it is of interest to study the effects of time dilation and Lorentz contraction. Thus, $t$ cannot be chosen to be the constant 1 any longer.

The projection from $S^{2}$ to the Argand plane at $t=1$ can be described in terms of the embedding of $S_{+}^{2}$ in $E^{3}$ (Fig. 25) by the mapping of the rectangular coordinates, $(x, y, z) \rightarrow \zeta$. Penrose gives this mapping

$$
\begin{equation*}
x=\frac{\xi \bar{\eta}+\eta \bar{\xi}}{\xi \bar{\xi}+\eta \bar{\eta}}, \quad y=\frac{\xi \bar{\eta}-\eta \bar{\xi}}{i(\bar{\xi} \bar{\xi}+\eta \bar{\eta})}, \quad z=\frac{\xi \bar{\xi}-\eta \bar{\eta}}{\xi \bar{\xi}+\eta \bar{\eta}} . \tag{5.6}
\end{equation*}
$$

These are the relations that Penrose used to verify (5.3)(5.5) with $t=\xi \bar{\xi}+\eta \bar{\eta}=1$. To look at the effects of boosts one has to make $t$ variable, so multiplying (5.6) by $(2)^{-1 / 2}(\xi \bar{\xi}+\eta \bar{\eta})$, one has
$T=(2)^{-1 / 2}(\xi \bar{\xi}+\eta \bar{\eta}), \quad X=(2)^{-1 / 2}(\xi \bar{\eta}+\eta \bar{\xi})$,
$Y=-i(2)^{-1 / 2}(\xi \bar{\eta}-\eta \bar{\xi}), \quad Z=(2)^{-1 / 2}(\xi \bar{\xi}-\eta \bar{\eta})$.
A $z$ boost on the spin $+\frac{1}{2}$ state does not cause a rotation or translation of the flagpole on the doubly covered Riemannian sphere. Hence, it does not change orientation sheets. Similarly, there is no rotation induced in the tangent space. One concludes that this spinorialized null flag does not change sheets under the action of $a z$ boost. The same is true for the spin- $\left(-\frac{1}{2}\right)$ base state. Consequently, the effect of a $z$
boost on the density $\hat{\zeta}$ is the same as for the coordinate $\zeta$ on the Argand plane that was deduced by Penrose. Define the exponential of the rapidity by $w=(1+v)^{1 / 2} /(1-v)^{1 / 2}$, where $v$ is the velocity of the boost along the $z$ direction. Then according to Ref. 3

$$
\begin{align*}
& \hat{\zeta}^{\prime}=w \hat{\xi}  \tag{5.8a}\\
& \binom{\xi^{\prime}}{\eta^{\prime}}=\left(\begin{array}{ll}
w^{1 / 2} & 0 \\
0 & w^{-1 / 2}
\end{array}\right)\binom{\xi}{\eta} . \tag{5.8b}
\end{align*}
$$

Note that the + sign has been chosen in front of the transformation matrices (5.3)-(5.5) and (5.8) that were derived by Penrose up to a sign. It is desired that if the parameter of a transformation is zero then the spinorialized null fiag should remain unchanged.

One concludes that to observers at asymptotic infinity that the two-surface at $r=0$ transforms under Lorentz transformation as if it were a spinorialized version of Penrose's null flag. Penrose shows, as was basically reproduced here, that these transform as a Weyl spinor under the action of the group $S O(3,1)$. It should be noted that there was an inequivalent normal bundle (and therefore tangent bundle) that exists over $U_{2}$ that was defined at the end of Sec. III. This results in an inequivalent construction of the doubly covered sphere at asymptotic infinity. The construction is totally analogous to what is done here and is left to the reader. One can conclude that the two-surface at $r=0$ actually transforms as a direct sum of two inequivalent Weyl spinors, a four-spinor, as viewed from asymptotic infinity. Since there are only two inequivalent spinor representations of the Lorentz group [i.e., fundamental representations of SL( $2, \mathrm{C})$ ], the direct sum must be as for the Dirac spinor, a spinor representation of $O^{\prime}(3,1)$. The vertical arrow is used to represent the future directed component of $O(3,1)$ (the doubly covered sphere at asymptotic infinity is future directed). The manner in which the direct sum is made and its physical realization depends on the representation of the spinor algebra that is implemented.

The spinorial nature can be thought of as arising from three things. First, the natural mapping of the fibering of the two-surface at $r=0$ by principal null congruences and their integration to the null sphere at asymptotic infinity. Second, the nonorientability of the two-surface at $r=0$. Also, the quadratic branch point nature of the ring singularity, which along with the nonorientability of $U_{2}$ is manifested in the tangent space at every point of the doubly covered null sphere at asymptotic infinity.

The sign ambiguity in Penrose's null flags is resolved here by the obstruction to trivializing the bundle of principal null congruences at their points of "origin" on the two-surface at $r=0$. It is the component of these null geodesics in the normal space which experiences the obstruction. The fact that the two-surface at $r=0$ turns space-time inside out on itself gives rise to the obstruction and therefore to the spinor structure associated with the normal bundle of this surface as viewed from asymptotic infinity.

The rotational properties of the two-surface have an interesting implication for the hypersurface at $r=0$. The twosurface is rotating as a function of time. This induces a phase transformation on the spinorialized null flag by (5.3). It was
shown in Ref. 1 that the two-surface at $r=0$ appears to stationary observers to be a sphere of radius $a$ that is rotating with a frequency $w$ such that $v_{\phi}=w a \sin (\theta)=c \sin (\theta)$. On the equator this velocity equals $c$. It is this equivalence with $c$ that forces space-time to knot and twist along the equatorial region so as to give the two-surface a topology other than $S^{2}$ (a Klein bottle). The rotation matrix for azimuthal rotations is given by (5.3). Choose the spatial configuration of the two-surface at $r=0$ to coincide with the spinorialized null flag that is represented by the spin- $-\frac{1}{2}$ base state. The azimuthal angle of rotation as a function of time is $\phi(t)=w t$, so

$$
\begin{align*}
\psi_{+1 / 2}(t) & =e^{i(1 / 2) w t} \psi_{+1 / 2}(t=0)  \tag{5.9a}\\
& =e^{i(1 / 2) c t / a}\binom{1}{0} \tag{5.9b}
\end{align*}
$$

For the sake of argument, choose the component of the angular momentum of the source about its symmetry axis to be $\hbar / 2$, then it is also $\hbar / 2$ about the $z$ axis. Therefore, $a=\hbar /$ ( 2 mc ). This allows (5.9) to be rewritten in the provocative form

$$
\begin{equation*}
\psi_{+1 / 2}(t)=e^{i\left(m c^{2} / \hbar\right) t}\binom{1}{0} \tag{5.10}
\end{equation*}
$$

Similarly, for the spin down state (5.3) implies the following effect of rotation:

$$
\begin{equation*}
\psi_{-1 / 2}(t)=e^{-i \phi(t) / 2} \psi_{-1 / 2}(t=0) . \tag{5.11a}
\end{equation*}
$$

Since the spin down state has been rotated about the $y$ axis by $\pi$ radians with respect to the spin up state, $\phi(t)=-w t$ and

$$
\begin{equation*}
\psi_{-1 / 2}(t)=e^{i\left(m c^{2} / h\right) r}\binom{0}{1} \tag{5.11b}
\end{equation*}
$$

By the structure of the spinorialized flag plane any spatial configuration of the two-surface at $r=0$ will have this same time dependence induced by its rotation as viewed in the stationary frames at asymptotic infinity.

The four-spinor nature of this source for the Kerr geometry and the quantum wave nature that is implied by (5.10) and (5.11) makes one interested in the physical interpretation of this source. If it were to represent a lepton on some level then there would have to be an electric charge as viewed from asymptotic infinity. One is led to Wheeler's description of electric charge as resulting from worm holes or handles on space-time. ${ }^{17}$ Recall that there is a handle in this geometry on the two-surface at $r=0$ (see Fig. 22). The fact that the handle needed to be of infinitesimal extent in order to get the desired geometry might be consistent with the fact that the handle's physical dimension might be on the order of the Planck length, $10^{-33} \mathrm{~cm}$. It would be interesting to speculate as to whether there is any connection between the geometry that is described in this paper and Wheeler's notion of electric charge.
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## APPENDIX: THE NONORIENTABLE GAUSS-BONNET THEOREM

This Appendix develops a construction of a Gauss-Bonnet type of integral for a nonorientable two-dimensional fiber bundle. The Euler characteristic modulo 2 is equated to the integral of a density (for a discussion of densities see Ref. 7 or 21 ) modulo 2.

The description of densities that one needs in this discussion depends on their interpretation as elements of a twisted cohomology module. A twisted cohomology is a generalization of De Rahm cohomology that is specifically designed to deal with nonorientable fiber bundles and manifolds (see Bott and Tu, Chap. 7). ${ }^{7}$ In the orientable case, the twisted De Rahm complex has elements that are differential forms and the twisted cohomology is the ordinary De Rahm cohomology. For nonorientable manifolds, the elements of the top twisted De Rahm complex are densities.

A twisted De Rahm complex, $\Omega^{*}(M, E)$ is given by differential forms on a manifold, $M$, with values in a vector bundle, $E$. On an open set $U_{\alpha}$ on $M$ an $E$-valued $q$-form can be written locally as $\Sigma_{i} w^{i} \otimes e_{\alpha}^{i}$, where $w^{i}$ is a $q$-form on $U_{\alpha}$ and $e_{\alpha}^{i}$ is a vector in $E$. For a flat bundle (i.e., one in which the transition functions are locally constant, or equivalently, $d e_{\alpha}^{i}=0$ ) Bott and Tu show that the notion of a twisted cohomology module makes sense. ${ }^{7}$ The line bundle is obviously a flat bundle. Define $L$ to be the $\mathbf{R}^{1}$ or line bundle on the manifold $M$ of dimension $n$ that is associated with the orientation bundle (as defined in Sec. II). Here $H^{n}(M, L)$ is the cohomology of densities. This module is of interest because one can prove a version of Stoke's theorem for nonorientable manifolds in terms of densities. ${ }^{7}$ This section utilizes elements of the twisted cohomology of the form $w \otimes e_{\alpha}$ $\in H^{*}(M, L)$, where $w \in H^{*}(M)$ and $e_{\alpha} \in \mathbb{R}^{1}$.

In order to obtain the nonorientable version of the Gauss-Bonnet formula, the construction of a twisted global angular form is desirable. This will be done by essentially rewriting the construction of the global angular form that is given in Chap. 6 of Bott and Tu. ${ }^{7}$ Assume that the rank of the bundle $E$ is 2 and the base manifold, $M$, is covered by open sets $\left\{U_{\alpha}\right\}$. The case of interest in this paper has a pseudoRiemannian connection on the normal bundle. However, it was discussed in Sec. III how a Riemannian structure can be put on the fiber. Define $E^{0}$ as the complement of the zero section of $E$. With the Riemannian connection, one can define polar coordinates $r_{\alpha}$ and $\theta_{\alpha}$ in the fiber and $x_{1}, \ldots, x_{n}$ (for more generality assume that the dimension of the base manifold is an arbitrary number, $n$, not necessarily 2 as is the case in this paper) are coordinates on $U_{\alpha}$. Then $r_{\alpha}, \theta_{\alpha}$, $\pi^{*} x_{1}, \ldots, \pi^{*} x_{n}$ are coordinates on $E_{\mid U_{a}}^{0}$, where $\pi$ is the projection to the base space in the bundle and the pullback is denoted by $\pi^{*}$.

On the overlap of two open sets of the open covering of the base manifold the angular coordinates $\theta_{\alpha}$ and $\theta_{\beta}$ in general differ by a rotation angle. If $e_{\alpha}=e_{\beta}$, then it appears in the $\alpha$-coordinate system that the $\beta$-coordinate system is rotated by

$$
\begin{equation*}
\pi^{*} \hat{\phi}_{\alpha \beta}=\theta_{\beta}-\theta_{\alpha}, \quad 0 \leqslant \hat{\phi}_{\alpha \beta} \leqslant 2 \pi \tag{A.1}
\end{equation*}
$$

on $U_{\alpha} \cap U_{\beta}$. If $e_{\alpha} \neq e_{\beta}$, then in the $\alpha$-coordinate system $\theta_{\beta}$
appears as $-\theta_{\beta}+\pi$ (different orientations imply that there must be a reflection of a circle through a diameter that relates the two coordinate systems as well as a possible composition with an orientation preserving rotation). The change of coordinates on the intersection can be given by the following "rotation":

$$
\begin{equation*}
\pi^{*} \hat{\phi}_{\alpha \beta}=-\left(\theta_{\beta}+\theta_{\alpha}\right)+\pi, \quad 0 \leqslant \hat{\phi}_{\alpha \beta} \leqslant 2 \pi \tag{A2}
\end{equation*}
$$

Equations (A1) and (A2) can be combined in one expression by rewriting and implementing twisted cohomology. Let $e_{\alpha}=1$ and $e_{\beta}$ takes on the numerical values +1 or -1 . Define $J_{\alpha \beta}$ as the sign of the Jacobian determinant of the coordinate transformation that relates $U_{\alpha}$ and $U_{\beta}$. Then even if $e_{\alpha}$ is not 1 it is always true that $J_{\alpha \beta}=e_{\alpha} \cdot e_{\beta}$. Define $\hat{\phi}_{\alpha \beta}=J_{\alpha \beta} \phi_{\alpha \beta}$, where $\phi_{\alpha \beta}$ is a function on $U_{\alpha} \cap U_{\beta}$. Then (A1) and (A2) imply the combined relation

$$
\begin{equation*}
\pi^{*} \hat{\phi}_{\alpha \beta}=\theta_{\beta} e_{\beta}-\theta_{\alpha} e_{\alpha}+\Theta\left(-J_{\alpha \beta}\right) \pi, \quad 0 \leqslant \hat{\phi}_{\alpha \beta} \leqslant 2 \pi \tag{A3}
\end{equation*}
$$

where $\Theta$ is the step function that has the value of 1 for positive argument and is zero otherwise.

It is straightforward to verify the condition on the triple intersection $U_{\alpha} \cap U_{\beta} \cap U_{\gamma}$

$$
\begin{equation*}
\hat{\phi}_{\alpha \beta}+\hat{\phi}_{\beta \gamma}-\hat{\phi}_{\alpha \gamma}=2 \pi z, \quad z \in \mathbb{Z} \tag{A4}
\end{equation*}
$$

for the four possible situations
(1) $e_{\alpha}=1, \quad e_{\beta}=1, \quad e_{\gamma}=-1$;
(2) $e_{\alpha}=1, \quad e_{\beta}=-1, \quad e_{\gamma}=1$;
(3) $e_{\alpha}=1, \quad e_{\beta}=-1, \quad e_{\gamma}=-1$;
(4) $e_{\alpha}=1, \quad e_{\beta}=1, \quad e_{\gamma}=1$.

Thus, in general the $\left\{\hat{\phi}_{\alpha \beta}\right\}$ do not satisfy the cocycle condition [the right-hand side of (A4) is not necessarily zero].

Let $\rho_{\gamma}$ be a partition of unity subordinate to the cover $\left\{U_{\gamma}\right\}$. Define $\xi_{\alpha}$ to be a one-form on $U_{\alpha}$ and $\xi_{\alpha} e_{\alpha_{人}}=\widehat{\xi}$ is an element of the twisted complex over $U_{\alpha}, \xi_{\beta}$, and $\widehat{\xi}_{\beta}=\xi_{\beta} e_{\beta}$ are defined similarly on $U_{\beta}$ by

$$
2 \pi \hat{\xi}_{\beta}=\sum_{\gamma} \rho_{\gamma} d \hat{\phi}_{\beta_{\gamma}}=\sum_{\gamma} \rho_{\gamma} J_{B_{\gamma}} d \phi_{\beta \gamma}
$$

Then by differentiating (A4) one has

$$
\begin{equation*}
(1 / 2 \pi) d \hat{\phi}_{\alpha \beta}=\hat{\xi}_{\beta}-\hat{\xi}_{\alpha} \tag{A5}
\end{equation*}
$$

Consequently, $d \hat{\xi}_{\alpha}=d \hat{\xi}_{\beta}$. Therefore, the $d \hat{\xi}^{\alpha}$ can be pieced together to give a global twisted form $\hat{e} \in H^{2}(M, L)$. The twisted form, $\hat{e}$, will be called the twisted Euler class of the bundle.

Also by (A3) and (A5)
$(1 / 2 \pi) d \theta_{\alpha} e_{\alpha}-\pi^{*} \hat{\xi}_{\alpha}=(1 / 2 \pi) d \theta_{\beta} e_{\beta}-\pi^{*} \hat{\xi}_{\beta}$
on $E_{\mid U_{\alpha} \cap U_{\beta}}^{0}$. Thus, the twisted forms $(1 / 2 \pi) d \theta_{\beta} e_{\beta}-\pi^{*} \widehat{\xi}_{\beta}$ can be pieced together to form a global twisted form $\hat{\psi}$ on $E^{0}$. The twisted one-form $\hat{\psi} \in H^{1}\left(E^{0}, L\right)$ will be called the twisted global angular form. Note that the restriction to each fiber is $\pm(1 / 2 \pi) d \theta$ and

$$
\begin{equation*}
d \hat{\psi}=-\pi^{*} \hat{e} \tag{A7}
\end{equation*}
$$

By proposition 11.14 of Bott and Tu , one can form a "partial" section of a bundle which has the orthogonal group as its structure group. This means that one can form a global
section everywhere on $M$ except in the neighborhood of (a finite number of) the singular points $\left\{y_{1}, \ldots, y_{m}\right\}$. Look at the section, $s$, near one of the singular points $y_{i}$. One can choose a punctured neighborhood, $D_{r}^{i}$, sufficiently small so that it is diffeomorphic to a punctured open ball of radius $r$ in $\mathbf{R}^{n}$ (the origin, $y_{i}$, is removed) and $E$ is trivial over this set. Choose a covering $\left\{U_{\gamma}\right\}$ of $M$ so that one of the sets covers $D_{r}^{i}$, providing a local orientation on $D_{r}^{i}$ and its boundary $\partial \bar{D}_{r}^{i} \cong S_{i}^{n-1}$. The orientation can be chosen on $S^{n-1}$ so that $E_{D_{r}^{i}} \cong D_{r}^{i}$ $\times S_{i}^{n-1}$ is an orientation preserving isomorphism. ${ }^{7}$ The local degree of the section, $s$, at $y_{i}$ is the degree of the composite map ${ }^{7}$

$$
\begin{equation*}
\partial \bar{D}_{r}^{i} \stackrel{s}{\rightarrow} E_{\mid D_{r}^{i}}=\bar{D}_{r}^{i} \times S^{n-1} \stackrel{\rho}{\rightarrow} S^{n-1} \tag{A8}
\end{equation*}
$$

where $\rho$ is the projection.
Define $M_{r}$ to be $M$ minus $m$ (one for each singular point) such balls of radius $r$ then

$$
\begin{equation*}
\int_{M} \hat{e}=\lim _{r \rightarrow 0} \int_{M_{r}} \hat{e}=\lim _{r \rightarrow 0} \int_{M_{r}} s^{*} \pi^{*} \hat{e} \tag{A9}
\end{equation*}
$$

since $s$ is a global section over $M_{r}$. By (A7)

$$
\int_{M} \hat{e}=-\lim _{r \rightarrow 0} \int_{M_{r}} s^{*} d \hat{\psi}
$$

then an application of Stoke's theorem for densities yields

$$
\begin{equation*}
\int_{M} \hat{e}=-\lim _{r \rightarrow 0} \int_{\partial M_{r}} s^{*} \hat{\psi} \tag{A10}
\end{equation*}
$$

Let $\sigma$ be a generator of $S^{n-1}$. If one defines $\hat{\sigma}=\sigma e_{i}$ and $n=2$, then by the common restriction to the same generator on each fiber, $\rho^{*} \hat{\sigma}$ is cohomologically equivalent in $H^{*}\left(E_{\mid D_{r}^{i}}, L\right)$ to $\hat{\psi}$. Equivalently,

$$
\begin{equation*}
\hat{\psi}-\rho^{*} \hat{\sigma}=d \hat{\tau} \tag{A11}
\end{equation*}
$$

for some $(n-2)$ twisted form, $\hat{\tau}$, in $\Omega^{*}\left(E_{\mid D_{r}^{i}}, L\right)$. For small $r$ one has

$$
\begin{equation*}
s^{*} \hat{\psi}-s^{*} \rho^{*} \hat{\sigma}=s^{*} d \hat{\tau} \tag{A12}
\end{equation*}
$$

Another application of Stoke's theorem for densities yields

$$
\begin{equation*}
\int_{\partial \bar{D} \dot{r}} s^{*} \hat{\psi}=\int_{\partial \overline{\mathrm{D}}{ }_{r}^{i}} s^{*} \rho^{*} \hat{\sigma} \tag{A13}
\end{equation*}
$$

By comparing (A13) and (A8), the integral in (A13) is equal to the local degree of the section, $s$, at $y_{i}$ modulo a sign since $\hat{\sigma}= \pm \sigma$. On one of the open sets of the covering of $M$ about one of the singular points (it is assumed that the covering is chosen so that no open set contains more than one singular point) the orientation bundle can be trivialized so that $\hat{\sigma}=\sigma$. Note that if $\hat{\sigma}=-\sigma$ it corresponds to a reflection of a circle about a diameter as mentioned in the discussion of (A2) for the two-plane bundle. For a nonorientable surface, one cannot trivialize the orientation bundle over $M_{r}$ unless the singular points of the orientation bundle, $\left\{z_{1}, \ldots, z_{k}\right\}$, are a subset of the singular points of the two-plane bundle, $\left\{y_{1}, \ldots, y_{m}\right\}$. If this condition is not true then $\hat{\sigma}=-\sigma$ at some (at least one) of the other singular points.

Since $\partial \bar{D}_{r}^{i}$ has an opposite local orientation to $\partial M_{r}$, one has

$$
-\lim _{r \rightarrow 0} \int_{M_{r}} s^{*} \hat{\psi}=\lim _{r \rightarrow 0} \sum_{y_{i}} \int_{\partial \bar{D}_{r}^{\prime}} s^{*} \hat{\psi}=\left\{\begin{array}{l}
\sum_{i}\left(\text { local degree of } s \text { at } y_{i}\right)+\text { an even number, if }\left\{z_{1}, \ldots, z_{k}\right\} \nsubseteq\left\{y_{1}, \ldots, y_{m}\right\}, \\
\sum_{i}\left(\text { local degree of } s \text { at } y_{i}\right), \quad \text { if }\left\{z_{1}, \ldots, z_{k}\right\} \subset\left\{y_{1}, \ldots, y_{m}\right\},
\end{array}\right.
$$

or by (A9) and (A10)

$$
\int_{M} \hat{e}=\left\{\begin{array}{l}
\chi(E)+\text { an even number, if }\left\{z_{1}, \ldots, z_{k}\right\} \nsubseteq\left\{y_{1}, \ldots, y_{m}\right\},  \tag{A14}\\
\chi(E), \quad \text { if }\left\{z_{1}, \ldots, z_{k}\right\} \subset\left\{y_{1}, \ldots, y_{m}\right\} .
\end{array}\right.
$$

It is always true $\int_{M} \hat{e} \bmod 2=\chi(E) \bmod 2$.
An obvious example of (A14) is the orientable GaussBonnet theorem. Since the dimension of the fiber was chosen to be two, if one can form a vector cross section up to a reflection in the fiber at some of the singular points ( $\hat{\sigma}=-\sigma$ at some of the singular points), then one has a vector section modulo a reflection, a line section. For the nonorientable case, by the construction leading to (A14), the existence of a line section implies that $\int_{M} \hat{e}=0 \bmod 2$. In order to see why this must be true one can make the following observations. The integral of the twisted Euler class over $M$ is independent of the covering of $M$ by open sets. Choose the cover of $M,\left\{U_{\gamma}\right\}$, to include small sets $\left\{U_{i}\right\}$ $\subset\left\{U_{\gamma}\right\}$ that are disjoint from each other and each one contains exactly one of the singular points, $y_{i}$.

In this analysis, the vector bundle is studied in terms of degrees of singular points by equating the bundle to a circle bundle. ${ }^{7}$ One can consider the line bundle as a bundle of diameters of these circles that are associated with the vector bundle. If one can trivialize the vector bundle over $M_{r}$ then it is possible to trivialize the line bundle over $M_{r}$.

If the absolute value of the degree of the singular point $\boldsymbol{y}_{i}$ is $k_{i}$ then cover $U_{i}$ by $2 k_{i}$ sets $U_{i}^{t}, t=1, \ldots, 2 k_{i}$ such that each $U_{i}^{t}$ contains $y_{i}$ and $U_{i} U_{i}^{t}=U_{i}$. Choose the $U_{i}^{t}$ 's small enough so that one can trivialize the line bundle on each of the sets $U_{i}^{t}$ separately for all $i$ and $t$. Choose $r$ small enough so that $M_{r} \cap U_{i}$ is topologically an annulus. The intersections $U_{i}^{t^{\prime}} \cap U_{i}^{t^{\prime \prime}}$ have only one connected component. The geometry of this situation is indicated for a singular point of degree of absolute value equal to 1 in Fig. 29. The sets have been chosen so that the transition functions for the line bundle on the intersections, $\left\{U_{i}-U_{i}, U_{i}^{t^{\prime}} / t^{\prime} \neq t\right\} \cap M_{r}$, are +1 . This can be done for the following reason. If one transports the circle fiber about $\partial \bar{D}_{r}^{i}$ then the circle will execute $k_{i}$ rotations (if the absolute value of the local degree of $s$ at $y_{i}$ is $k_{i}$ ) upon completion of the circuit. By choosing $2 k_{i}$ sets, one can isolate a half of a rotation in each $U_{i}^{t} \cap M_{r}$. This allows one to match the trivialization on each $U_{i}^{t}$ to that on $M_{r}$ in such a way that the information on the degree of singularity is refiected in the intersections of the $U_{i}^{t}$ 's among themselves. There are $k_{i}\left(2 k_{i}-1\right)$ such intersections. Thus, one must specify $k_{i}\left(2 k_{i}-1\right)$ transition functions. It is easy to convince oneself that $k_{i}^{2}$ of these functions have minus signs and $k_{i}\left(k_{i}-1\right)$ will have plus signs. Thus, a singular point of odd degree will have an odd number of minus signs in the set of transition functions for this covering. If the singular point is of even degree there will be an even number of
minus signs.
The integral of $\hat{e}$ over $M$ is also independent of the vector field that is used to compute this number (i.e., it is independent of the trivial vector bundle that is chosen on $M_{r}$ ). For example, the total degree of the singular points of a vector field over $S^{2}$ can be thought of as arising from one singular point of degree 2 at the south pole or two singular points of degree 1 placed at both poles. Choose the vector field on $M$ that is used to compute $\int_{M} \hat{e}$ so that the degrees of the singular points have absolute value equal to unity. The manifold minus these points will still be called $M_{r}$.

Define a closed curve that passes through each singular point exactly once and through each of the two sets that cover these singular points of degree of magnitude 1 (see Fig. 29) exactly once. By the previous statements in this discussion, the transition function on the intersection of each of these two set coverings of a neighborhood of a singular point must be negative since the local degree is odd. Thus, if one can trivialize the line bundle over this closed curve then $\Sigma_{i} \pm$ (local degree of $s$ at $y_{i}$ ) is an even number. One con-


FIG. 29. The point $y_{i}$ is a singular point with a local degree of magnitude 1 . Here $M_{r}$, indicated by the shading, is a large manifold that extends far beyond the boundaries of the illustration. The open set $U_{i}^{1}$ is indicated by an array of horizontal lines and $U_{i}^{2}$ by the vertical lines.
cludes that if there exists a global line section over $M$ that this sum must be even. Then by (A14), the existence of a line section over $M$ implies that $\int_{M} \hat{e}=0 \bmod 2$. One concludes that $\chi(E) \bmod 2=0$ if there exists a line section of the twoplane bundle. This is a strange theorem to prove for a twodimensional fiber as it was shown that one can define a Gauss-Bonnet theorem without densities to find the Euler number for a nonorientable bundle in this case (see the beginning of Sec. III). For the purposes of this paper the integral in that treatment was undefined. One could construct a normal line section and by the results of this Appendix, $\chi(N) \bmod 2=0$.

Another advantage of this construction is that a GaussBonnet theorem like (A14) for twisted cohomology elements may be extendible to higher-dimensional nonorientable fibers. From this discussion, if $\hat{e}$ can be found no matter what the dimensions then $\int_{M} \hat{e}$ mod 2 gives the Euler characteristic $\bmod 2$. For the orientable case the Euler class, $e$, can be determined by the Chern-Weil homomorpism. One defines differential forms with values in a group. This group is $\mathrm{SO}(n)$ for the Euler class. The homomorphism does not work for $\mathrm{O}(n) .{ }^{22}$ Hence, there is no nonorientable GaussBonnet theorem. This author believes that it can be proved that if one defines elements of the twisted cohomology that are associated with the line fiber of orientation as was done here and gives them values in $\operatorname{SO}(n)$, then one can proceed in complete analogy to the Chern-Weil homomorphism to obtain $\hat{e}$. This results in a Gauss-Bonnet type of theorem for nonorientable bundles in the form

$$
\int_{M} \hat{e} \bmod 2=\chi(B) \bmod 2
$$
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#### Abstract

The Riemannian Gödel-type manifolds are examined in the light of the equivalence problem techniques by using algebraic computing. The conditions for space-time homogeneity of a Riemannian manifold with a Gödel-type metric are derived, generalizing previous work on this subject matter. A classification of the Gödel-type Riemannian manifolds based on the two relevant parameters $m$ and $\Omega$ is formulated. It is shown that apart from the $m^{2}=4 \Omega^{2}$ case they are all Petrov type $D$ with a five-parameter group of motions. The special $m^{2}=4 \Omega^{2}$ manifold is shown to be conformally flat and to admit a seven-parameter group of isometries. An algebraic classification of the Ricci spinor of all Gödel-type Riemannian manifolds is discussed. Possible sources for these space-times are examined. A generalization of the Rebouças-Tiomno theorem on Gödel-type manifolds is given.


## I. INTRODUCTION

The arbitrariness in the choice of coordinates in general relativity gives rise to the problem of deciding whether or not two Riemannian space-times, given explicitly in terms of coordinates, viz.,

$$
\begin{align*}
& d s^{2}=g_{\alpha \beta} d x^{\alpha} d x^{\beta}  \tag{1.1}\\
& d s^{2}=\tilde{g}_{\alpha \beta} d \tilde{x}^{\alpha} d \tilde{x}^{\beta} \tag{1.2}
\end{align*}
$$

are locally the same. This is the so-called equivalence problem (see, for example, Refs. 1-5).

Most relativists' first approach to cope with that problem would probably be through scalar invariants such as $R^{\alpha}{ }_{\alpha}, R_{\alpha \beta} R^{\alpha \beta}, R_{\alpha \beta \gamma \rho ; \sigma} R^{\alpha \beta \gamma \rho ; \sigma}$, etc. However, this attempt cannot work so long as there exist curved space-times in which all scalar invariants vanish-indistinguishable therefore from the flat space-time of special relativity.

On the other hand, from the fact that any metric can be written locally in the form of a Taylor series whose coefficients are functions of $R_{\alpha \beta_{\gamma \rho}}$ and its covariant derivatives, one may infer that what does matter in fact are the Riemann tensor and its covariant derivatives. Actually, the equivalence problem can be reduced to that of finding out whether the finite set of equations

$$
\begin{align*}
& R_{A B C D}=\widetilde{R}_{A B C D}, \\
& R_{A B C D, E_{1}}=\widetilde{R}_{A B C D, E_{1}},  \tag{1.3}\\
& R_{A B C D ; E_{1} \cdots E_{p}}=\widetilde{R}_{A B C D ; E_{1} \cdots E_{p}},
\end{align*}
$$

is consistent or not. Here the curvature tensor as well as its covariant derivatives are referred to a canonically chosen frame.

It is worth noting that in calculating the derivatives of the Riemann tensor one can stop as soon as one reaches a step at which the $p$ th derivatives (say) are algebraically expressible in terms of the previous ones, since further differentiation will not yield any new piece of information. ${ }^{6}$ Actually, if the $p$ th derivative is expressible in terms of its predecessors, for all $k>p$ the $k$ th derivatives can all be expressed in terms of 0th, 1st,..., $p-1$ )th derivatives.

Handling distinctively space-time coordinates $x^{\alpha}$, and tetrad rotation parameters $\xi^{A}$, Karlhede ${ }^{2}$ refined upon the equivalence problem: rephrased it in the language of spinors, pointed out that the maximum number of derivatives needed for a complete characterization of a given space-time depends on the corresponding Petrov type, and discussed how to fix the frame for each Petrov type in a canonical way.

Karlhede's procedure was implemented using the computer algebra system SHEEP, ${ }^{7,8}$ at first for vacuum, by Åman. ${ }^{9,10}$ More recently, programs to extend the treatment to the nonvacuum case have been written by MacCallum, Joly, and Åman and are described in Refs. 3 and 11-13.

In 1949 Gödel ${ }^{14}$ presented a cosmological solution of Einstein's equations of the form
$d s^{2}=[d t+H(x) d y]^{2}-D^{2}(x) d y^{2}-d x^{2}-d z^{2}$,
which is known as a Gödel-type metric. The Gödel solution and its energy-momentum tensor can be given by

$$
\begin{equation*}
H=e^{m x}, \quad D=e^{m x} / \sqrt{2}, \tag{1.5}
\end{equation*}
$$

and

$$
\begin{align*}
& T_{\mu \nu}=\rho V_{\mu} V_{\nu}, \quad V^{\mu}=\delta_{0}^{\mu},  \tag{1.6}\\
& \kappa \rho=-2 \Lambda=m^{2}=2 \Omega^{2}, \tag{1.7}
\end{align*}
$$

where $\kappa$ is the Einstein constant, $V^{\mu}$ is the fluid four-velocity, $\Omega$ is the rotation of matter, and $m$ is a constant.

Despite its various striking properties, the cosmological solution discussed by Gödel has a well recognized historical (and even philosophical) importance ${ }^{15}$ and has to a large extent motivated the investigation on rotating cosmological space-times. Particularly, the search for rotating Gödel-type models (1.4) has received more attention in recent years, and the literature on those kinds of space-times is fairly large today. ${ }^{16}$

However, apart from Gödel's paper, the problem of space-time homogeneity of Gödel-type Riemannian manifolds was considered only in 1980 by Raychaudhuri and Thakurta. ${ }^{17}$ They found the necessary conditions for a Riemannian manifold to be homogeneous in space and time
(hereafter called ST homogeneous).
Two years later Rebouças and Tiomno ${ }^{16}$ proved that the Raychaudhuri-Thakurta conditions are also sufficient for ST homogeneity of Gödel-type Riemannian manifolds. However, not only Raychaudhuri and Thakurta but also Rebouças and Tiomno have explicitly or implicitly restricted their study to the class of time-independent Killing vector fields. Perceiving this restriction in both papers (Refs. 16 and 17) Teixeira et al. ${ }^{18}$ extended these investigations so as to include the time-dependent isometries. Nevertheless, their study is yet limited in that they have used equations [Eqs. (19)-(21)] borrowed from Ref. 16, obtained under a restrictive assumption on the form of the Killing vector fields.

In the light of the equivalence problem techniques, as formulated by Karlhede ${ }^{2}$ and embodied in a suite of computer programs (CLASSI ${ }^{19}$ ) written in SHEEP by Åman, MacCallum, and Joly, ${ }^{3,11,13}$ we examine all Riemannian Gödeltype manifolds. The necessary and sufficient conditions for a Gödel-type Riemannian manifold to be ST homogeneous are derived without assuming any limiting hypothesis on the isometries. The Rebouças-Tiomno major results are recast in a more general context. The Gödel-type ST-homogeneous Riemannian manifolds are shown to be characterized by two parameters $m$ and $\Omega$ : identical pairs ( $m^{2}, \Omega$ ) correspond to equivalent manifolds. A classification of all Gödel-type Riemannian space-times based on these parameters is presented. We also show that apart from the $m^{2}=4 \Omega^{2}$ case they are all Petrov type $D$ and have a five-parameter maximal group of motion ( $G_{5}$ ). The special case $m^{2}=4 \Omega^{2}$ is shown to be Petrov type 0 and to admit a $G_{7}$ of isometries, in agreement with the results of Teixeira et al. ${ }^{18}$ obtained through a procedure completely different from ours. The particular case $m=\Omega=0$ is shown to be nothing but the flat space-time. As for the Segré type of the Ricci tensor we prove that, in general, it is $[1,1(11)]$ unless $m^{2}=2 \Omega^{2}$ or $m^{2}=4 \Omega^{2}$. The $m^{2}=2 \Omega^{2}$ case corresponds to the Gödel solution and is of the algebraic Segre type [1,(111)] whereas the $m^{2}=4 \Omega^{2}$ case is shown to be of Segré type $[(1,11) 1]$. Possible sources of Gödel-type metrics are discussed. The degenerated Gö-del-type metrics ( $\Omega=0, m^{2} \neq 0$ ) are also studied: they admit a $G_{6}$ of motions and are of Segré type [(1,1)11]. There emerges from our study a generalization of a theorem proved in Ref. 16.

Our major aim in the next section is to present a brief summary of important practical results and prerequisites on the equivalence problem required in Sec. III, to set our framework, define the notation, and make our text to a certain extent self-contained. Detailed and quite good reviews on that subject can be found in Karlhede, ${ }^{2}$ MacCallum, ${ }^{3,5}$ and Ehlers. ${ }^{4}$

In Sec. III we state, prove, and discuss our main results.

## II. PRACTICAL PROCEDURE AND PREREQUISITES

An important practical point to be considered, once one wishes to test the equivalence of two metrics, is that before attempting to solve Eqs. (1.3) one can extract and compare partial pieces of information: the subgroup of $H_{q}$ of $G_{r}$ under which the set $R_{q}=\left\{R_{A B C D}, R_{A B C D ; E_{1}}, \ldots, R_{A B C D ; E_{1}, \ldots E_{q}}\right\}$ is
invariant, and the number $t_{q}$ of functionally independent functions of space-time coordinates contained in $R_{q}$. They must be the same (at each $q$ ) if the matrics are equivalent.

The procedure for comparing two metrics which results from the above considerations is as follows.
(1) Let $q=0$.
(2) Compute $\boldsymbol{R}_{\boldsymbol{q}}$.
(3) Find the set of frame transformations under which $R_{q}$ is invariant (isotropy group $H_{q}$ ).
(4) Fix the frame up to $H_{q}$ by choosing a canonical form for $R_{q}$ and find $t_{q}$.
(5) If $t_{q}=t_{q-1}$ and $H_{q}=H_{q-1}$, stop (let us denote such a $q$ by $p$ ). Otherwise, increment $q$ by 1 and return to step (2).

To compare two space-times we first test if they have the same $t_{q}$ and $H_{q}$ for each $q$ up to $p$. If they differ, so do the metrics. If not, it is necessary to check the consistency of Eqs. (1.3).

The isotropy group of each space-time will be $H_{p}$ and the group of motions will have dimension $r$ given by

$$
\begin{equation*}
r=4-t_{p}+\operatorname{dim}\left(H_{p}\right), \tag{2.1}
\end{equation*}
$$

acting on an orbit with dimension

$$
\begin{equation*}
d=r-s=4-t_{p} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
s=\operatorname{dim}\left(H_{p}\right) \tag{2.3}
\end{equation*}
$$

It is worth emphasizing that although the equivalence problem is couched in terms of equivalence of two metrics, by the above procedure we actually compute one invariant characterization of each metric and at the end of this procedure in addition to $t_{q}$ 's and $H_{q}$ 's we shall have a number of consequent data as, for example, the dimension of the isometry group [given by (2.1)], the Petrov type of the Weyl tensor, and the Segré type of the Ricci tensor. ${ }^{20}$

Particularly stimulated by the simplicity of the Petrov classification in spinorial language, Karlhede, rather than using frame as such, rephrased the equivalence problem in terms of spinor equivalents: $\psi_{A B C D}$ (Weyl spinor), $\phi_{A B C \dot{D}}$ (Ricci spinor), $\Lambda=R / 24$ (Ricci scalar), and their covariant derivatives. He has also prescribed a way of fixing (as far as possible) the frame for each Petrov type. For Petrov type I , for example, a canonical frame is fixed by demanding that the nonvanishing components of the Weyl spinor $\psi_{A}$ are such that $\psi_{1}=\psi_{3} \neq 0, \psi_{2} \neq 0$, with $\operatorname{Re}\left[\psi_{1}\right] \geqslant 0$.

An important point to be taken into account when one needs to compute derivatives of the curvature tensor is that they are interrelated by the Ricci and Bianchi identities. It is therefore of importance to be able to single out a set of quantities which are algebraically independent and from which the Riemann tensor and its covariant derivatives are obtainable by algebraic operations. Penrose ${ }^{21}$ showed that for vacuum and electrovacuum space-times only the symmetrized spinor derivatives of the Weyl and Maxwell spinors are required. However this result does not hold for the general case. Recently MacCallum and $\AA \AA^{22}{ }^{22}$ have generalized Penrose's result stating that one must instead take a large set of components, which for the $q$ th derivative of the curvature can be taken to be (i) the totally symmetrized
spinor $q$ th derivatives of the Weyl and Ricci spinors, and the Ricci scalar, viz.,

$$
\begin{align*}
& \nabla_{(A}^{(\dot{X}} \nabla_{B}^{\dot{Y}} \cdots \nabla_{C}^{\dot{Z})} \psi_{M N P Q},  \tag{2.4}\\
& \nabla_{(A}^{(\dot{X}} \nabla_{B}^{\dot{Y}} \cdots \nabla_{C}^{\dot{Z}} \Phi_{M N}{ }^{\dot{P} \dot{Q})},  \tag{2.5}\\
& \nabla_{(A}^{(\dot{X}} \nabla_{B}^{\dot{Y}} \cdots \nabla_{C)}^{\dot{Z})} \Lambda, \tag{2.6}
\end{align*}
$$

together with (ii) for $q \geqslant 1$, the totally symmetrized ( $q-1$ ) th derivatives of

$$
\begin{gather*}
\chi_{D E F \dot{W}}=\nabla_{\dot{W}}^{C} \psi_{C D E F}, \\
\text { i.e., } \\
\nabla_{(A}^{(\dot{X}} \nabla_{B}^{\dot{Y}} \cdots \nabla_{C}^{\dot{Z}} \chi_{D E F)} \tag{2.7}
\end{gather*}
$$

and (iii) for $q \geqslant 2$, the d'Alembertian of all quantities used at the ( $q-2$ ) th step, viz.,

$$
\begin{equation*}
\nabla^{A}{ }_{\dot{X}} \nabla_{A}^{\dot{X}} Q, \tag{2.8}
\end{equation*}
$$

where $Q$ stands for a generic quantity at the $(n-2)$ th step.
To close this section we remark that in the CLASSI implementation of the above results, used in the next section, a notation similar to that adopted for $\psi_{A}$ and $\Phi_{A B}$ by New-man-Penrose is employed. In this notation the indices are all subscripts, components are labeled by one dotted and one undotted index whose numerical values are the total number of corresponding spinor indices. Thus, for example, one has

$$
\begin{equation*}
\nabla \psi_{2 \dot{0}} \equiv D \psi_{2 \dot{0}}=\psi_{(1000 ; 1) \dot{O}}=\nabla_{(A}^{\dot{X}} \psi_{B C D E)} A^{A} L^{B} O_{O} C^{D} O^{E} \bar{o}_{\dot{X}} \tag{2.9}
\end{equation*}
$$

where the pair $\iota^{A}, o^{B}$ constitutes an orthonormal spinor basis.

## III. HOMOGENEOUS GÖDEL-TYPE METRICS: RESULTS AND DISCUSSIONS

Let us state from the beginning our general setting. Throughout this section we shall consider a four-dimensional Riemannian manifold $M$, endowed with a Gödel-type metric (1.4).

For arbitrary functions $H(x)$ and $D(x)$ the Gödel-type metrics are Petrov type I. Accordingly the null tetrads $\omega^{A}$ which turn out to be appropriate (canonical) for our discussions are

$$
\begin{align*}
& \omega^{0}=(1 / \sqrt{2})(d t+H d y+d z), \\
& \omega^{1}=(1 / \sqrt{2})(d t+H d y-d z), \\
& \omega^{2}=(1 / \sqrt{2})(D d y-i d x),  \tag{3.1}\\
& \omega^{3}=(1 / \sqrt{2})(D d y+i d x) .
\end{align*}
$$

By using this basis the Gödel-type line element (1.4) may be written as

$$
\begin{equation*}
d s^{2}=2\left(\omega^{0} \omega^{1}-\omega^{2} \omega^{3}\right) \tag{3.2}
\end{equation*}
$$

It is worth mentioning that, not only the Petrov type but also the canonical frame were obtained by interaction with CLASSI, starting from one arbitrary null frame and bearing in mind Karlhede's results on how to fix the frame for a Petrov type I metric.

Now using the suite of SHEEP classification programs (CLASSI) referred to in the Introduction one finds

$$
\begin{align*}
& \psi_{1}=\psi_{3}=-\frac{1}{8}\left(H^{\prime} / D\right)^{\prime},  \tag{3.3}\\
& \psi_{2}=\frac{1}{6}\left[D^{\prime \prime} / D-\left(H^{\prime} / D\right)^{2}\right],  \tag{3.4}\\
& \Phi_{00}=\Phi_{2 i}=\frac{1}{8}\left(H^{\prime} / D\right)^{2},  \tag{3.5}\\
& \Phi_{0 i}=\Phi_{12}=\frac{1}{8}\left(H^{\prime} / D\right)^{\prime},  \tag{3.6}\\
& \Phi_{1 \mathrm{i}}=\frac{1}{4}\left[\frac{3}{4}\left(H^{\prime} / D\right)^{2}-D^{\prime \prime} / D\right]  \tag{3.7}\\
& \Lambda=-\frac{1}{12}\left[D^{\prime \prime} / D-\frac{1}{4}\left(H^{\prime} / D\right)^{2}\right] \tag{3.8}
\end{align*}
$$

where the prime denotes derivative with respect to $x$.
For ST homogeneity from Eq. (2.2) one must have

$$
\begin{equation*}
t_{p}=0 \tag{3.9}
\end{equation*}
$$

that is, the number of functionally independent functions of space-time coordinates contained in the set $R_{p}$ must be zero. Accordingly, the spinor quantities $\psi_{A}, \Phi_{A B}$, and $\Lambda$ must be constant. Therefore from Eqs. (3.3)-(3.8) we conclude that for ST homogeneity it is necessary that

$$
\begin{align*}
& H^{\prime} / D=\text { const } \equiv 2 \Omega,  \tag{3.10}\\
& D^{\prime \prime} / D=\mathrm{const} \equiv m^{2}, \tag{3.11}
\end{align*}
$$

where a notation similar to that of the Rebouças and Tiomno paper ${ }^{16}$ is used.

The above necessary conditions are also sufficient for ST homogeneity. Under those conditions the Weyl and Ricci spinors and the Ricci scalar reduce to

$$
\begin{align*}
& \psi_{2}=m^{2} / 6-\frac{2}{3} \Omega^{2},  \tag{3.12}\\
& \Phi_{0 \dot{0}}=\Phi_{2 \dot{2}}=\frac{1}{2} \Omega^{2},  \tag{3.13}\\
& \Phi_{1 i}=\frac{3}{4} \Omega^{2}-\left(m^{2} / 4\right),  \tag{3.14}\\
& \Lambda=\frac{1}{12}\left(\Omega^{2}-m^{2}\right) . \tag{3.15}
\end{align*}
$$

We group the Gödel-type Riemannian manifolds, according to the relevant parameters $m$ and $\Omega$, into three classes:
(i) $m^{2} \neq 4 \Omega^{2}, \quad m, \Omega \neq 0$,
(ii) $m^{2}=4 \Omega^{2}, \quad m, \Omega \neq 0$,
(iii) $m^{2} \neq 0, \quad \Omega=0$.

We remark that the particular case $m=\Omega=0$ is not included in our study inasmuch as, from Eqs. (3.12)(3.15), it is obviously the flat space-time.

We proceed by carrying out the procedure of Sec. II for each class of Gödel-type Riemannian metrics.

For the first class we have $\psi_{2} \neq 0$ and therefore all metrics are Petrov type D. The Weyl and Ricci spinors are both invariant under the spatial rotation

$$
\left(\begin{array}{cc}
e^{i \theta} & 0  \tag{3.16}\\
0 & e^{-i \theta}
\end{array}\right),
$$

where $\theta$ is a real parameter. Thus

$$
\begin{equation*}
\operatorname{dim}\left(H_{0}\right)=1 \tag{3.17}
\end{equation*}
$$

Following the scheme outlined in Sec. II, we next calculate the algebraically independent parts of the first convariant derivative of the Riemann spinor. Now CLASSI gives

$$
\begin{align*}
& D \psi_{20}=-D \psi_{3 i}=(2 i \sqrt{2} / 5) \Omega\left(\Omega^{2}-\frac{1}{4} m^{2}\right)  \tag{3.18}\\
& \chi_{10}=\chi_{2 i}=i \sqrt{2} \Omega\left(\Omega^{2}-\frac{1}{4} m^{2}\right)  \tag{3.19}\\
& D \Phi_{A B}=0, \quad \text { for all } A \text { and } \dot{B} \tag{3.20}
\end{align*}
$$

$$
\begin{equation*}
D \Lambda=0 . \tag{3.21}
\end{equation*}
$$

Since $t_{0}=t_{1}=0$ and the invariance group is yet the same, the process terminates. The group of motions is therefore five dimensional with a one-dimensional isotropy group, as one may easily find by using Eq. (2.1). Thus the necessary conditions (3.10) and (3.11) are also sufficient for ST homogeneity for the present class.

For the next class ( $m^{2}=4 \Omega^{2} ; m, \Omega \neq 0$ ) the Weyl spinor $\psi_{A}$ vanishes identically, which means conformal flatness. We also have

$$
\begin{align*}
& \Phi_{0 \dot{0}}=\Phi_{2 \dot{2}}=-2 \Phi_{1 \mathrm{i}}=m^{2} / 8  \tag{3.22}\\
& \Lambda=-m^{2} / 16 \tag{3.23}
\end{align*}
$$

Here the group of invariance of $\Phi_{A B}$ is the three-dimensional Lorentz group SO (2,1). Thus we so far have $t_{0}=0$ and $\operatorname{dim}\left(H_{0}\right)=3$. Since all derivatives turn out to vanish identically, the process terminates and we have a $G_{7}$ of motions for this class of Gödel-type Riemannian manifolds.

As for the last class ( $\Omega=0, m^{2} \neq 0$ ), using CLASSI, we similarly find that

$$
\begin{align*}
& \psi_{2}=m^{2} / 6, \quad \Phi_{1 \mathrm{i}}=-m^{2} / 4  \tag{3.24}\\
& \Lambda=-m^{2} / 12, \quad t_{0}=t_{1}=0 \tag{3.25}
\end{align*}
$$

and that all derivatives as well as $\chi_{\text {DEF }}$ vanish identically. Moreover, from Eqs. (3.24) and (3.25), we learn that the Weyl and Ricci spinors are both invariant under spatial rotations and boosts, namely

$$
\left(\begin{array}{cc}
e^{i \theta} & 0  \tag{3.26}\\
0 & e^{-i \theta}
\end{array}\right) \text { and }\left(\begin{array}{cc}
r & 0 \\
0 & r^{-1}
\end{array}\right),
$$

where $\theta$ and $r$ are real parameters. Therefore from Eqs. (2.1) and (2.2) we readily find that there exists a $G_{6}$ of motions acting on the manifold. The conditions (3.10) and (3.11) are once more sufficient for ST homogeneity.

We collect the results so far obtained in the following theorems.

Theorem 1: The necessary and sufficient conditions for a Riemannian Gödel-type manifold to be ST homogeneous are those given by Eqs. (3.10) and (3.11).

Theorem 2: All ST-homogeneous Gödel-type Riemannian manifolds are characterized by two parameters $m$ and $\Omega$ : identical pairs ( $m^{2}, \Omega$ ) specify equivalent manifolds.

Theorem 3: Except for the $m^{2}=4 \Omega^{2}$ manifold, all Riemannian Gödel-type manifolds are Petrov type D with either a $G_{5}$ (when $\Omega \neq 0$ ) or a $G_{6}$ (when $\Omega=0$ ) of motions. The special $m^{2}=4 \Omega^{2}$ manifold is Petrov type 0 and admits a $G_{7}$ of isometries.

It is worth emphasizing that in Theorem 1 above we recover the Raychaudhuri-Thakurta-Rebouças-Tiomno necessary and sufficient conditions for ST homogeneity of a Gödel-type Riemannian manifold. However, contrary to their proof, we have made no hypothesis on the nature of the isometries.

It should also be noticed that Theorem 2 is a generalization of a theorem given in Ref. 16, in that it is now proved in a much more general setting.

Before proceeding to the discussion of the types of Ricci spinor, let us state the problem and fix our notation. The algebraic classification of the symmetric second-order Ricci
tensor $R_{\mu \nu}$, in general relativity, is a linear algebra problem with an underlying four-dimensional space-time having an indefinite norm, which can be given in terms of the Segré characteristics or Segré types. It turns out that only the types [ 1,111 ] and [2,11] and their specializations are consistent with both the local Lorentzian character of general relativity and the dominant energy conditions. In referring to the Segré types we use a notation where the individual digits inside square brackets are related to the multiplicity of the corresponding real eigenvalue, equal eigenvalues are enclosed in round brackets, the first digit corresponds with a timelike or null eigenvector and is separated from the spacelike ones by a comma.

Now making use of a CLASSI program written in SHEEP by Joly and MacCallum ${ }^{13}$ one finds that the ST-homogeneous Gödel-type manifolds have a Ricci spinor or Segré type [1,1(11)] unless

$$
m^{4}-6 \Omega^{2} m^{2}+8 \Omega^{4}=0
$$

The roots of this equation correspond to the Gödel manifold $m^{2}=2 \Omega^{2}$, which is Segre type $[1,(111)]$, and the Rebou-ças-Tiomno space-time $m^{2}=4 \Omega^{2}$, which is of type [ $(1,11) 1]$ of the Segré classification. ${ }^{23}$

As for the possible sources for the [1,1(11)] algebraic type one can show that ${ }^{24}$ it may be generated by either a nonviscous fluid ( $\eta=\xi=0$ ) with heat flow or combination of fields as, e.g., two radiation fields, two perfect fluids, or even a radiation field plus perfect fluid.

It seems worth stressing that energy-momentum tensors of quite different matter distributions may, in fact, have precisely the same Segré type. Tupper, ${ }^{25,26}$ for example, showed that the Gödel model $m^{2}=2 \Omega^{2}$, originally found as a perfect fluid solution, may also be produced by a magnetohydrodynamic fluid.

To conclude, we mention that although originally found as generated by a massless scalar field, the $m^{2}=4 \Omega^{2}$ Gödeltype space-time is also a solution for a rotating matter with spin. ${ }^{27,28}$ The fact that it is of Segré type $[(1,11) 1]$ implies that the related energy momentum tensor may yet be understood as that of a tachyon fluid. ${ }^{29}$
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#### Abstract

The field equations for axially symmetric gravitational fields in $4+K$ dimensions with $K$ dimensional toroidal compatification can be reduced to those of a generalized nonlinear sigma model. The dual symmetry of this model is considered first. Then the soliton transformations for these equations are derived using the method of Belinskii and Zakharov consequently generalizing their results to the higher-dimensional case. From the results of the one-soliton transformation, a series of discrete symmetries generalizing the Neugebauer-Kramer transformation in the four-dimensional case are obtained. The basic properties of these new transformations are studied.


## I. INTRODUCTION

Recently, some progress has been made toward the solutions of vacuum Einstein equations in higher dimensions under the Kaluza-Klein ansatz. ${ }^{1-7}$ First Sorkin ${ }^{1}$ and Gross and Perry ${ }^{2}$ discovered a monopole solution in five dimensions. Then we found that the field equations for spherically symmetric monopoles ${ }^{3}$ and dyons ${ }^{4}$ in this case can be completely integrated and explicit integrations were carried out. The complete integrability was generalized to $4+K$ dimensions by discovering a Lax form for the field equations. ${ }^{5}$ The explicit integration in this case was accomplished later. ${ }^{6}$ The spherically symmetric case represents solutions of vacuum Einstein equations in $4+K$ dimensions with $2+K$ commuting Killing vectors. It is natural to expect that the complete integrability might be extended to such general cases. In particular, we found ${ }^{7}$ that the field equations for axially symmetric Abelian Kaluza-Klein monopoles and dyons can be separated into two sets. The first set can be integrated by quadrature once the second set is solved while the second set reduces to a generalized nonlinear sigma model, ${ }^{8}$ which possesses dual symmetry. When $K$ equals zero, i.e., in four dimensions, this dual symmetry is known ${ }^{9}$ and is related to a Lax pair proposed by Belinskii and Zakharov (BZ) ${ }^{10}$ as was shown by Cosgrove. ${ }^{11}$ A Lax pair of the form of BZ is also valid in the general case when $K$ is nonzero. It is then possible to work out soliton transformations following the method of BZ. ${ }^{10,12}$ In the five-dimensional case, Belinsky and Ruffini ${ }^{13}$ used the BZ two-soliton transformation to generate asymptotic flat solutions from the trivial background. They found that the solutions represent electric monopoles with magnetic dipole moments. Burzlaff and Maison ${ }^{14}$ derived the linear eigenvalue problem by first constructing infinitely many conservation laws. In the series of works, we shall consider the generalization to arbitrary $K$. This may not be of immediate interest as a theory of higherdimensional gravity but it is quite interesting when considered as a theory generalizing the nonlinear sigma models. ${ }^{8}$ In particular, one may ask, for example, if the rather successful formulation of Hauser and Ernst ${ }^{15}$ for the $K=0$ case can be generalized to higher dimensions and used for sigma models. One key ingredient in the Hauser-Ernst formulation is the Neugebauer-Kramer (NK) mapping. ${ }^{16}$ Our main result in
the present work is to show that this mapping admits generalizations to higher dimensions. ${ }^{17}$ The generalized NK transformations will play the central role in the theory of soliton transformations for axially symmetric higher dimensional gravity and for sigma models. In Sec. II we shall write down the field equations and establish their relations to the generalized nonlinear sigma model. The notations follow closely those of Ref. 7. The dual symmetry transformation is then treated in detail. In Sec. III, we derive the BZ onesoliton transformation for all the relevant quantities so that iterations can be carried out readily. These two sections represent straightforward generalizations of known results. ${ }^{10-14}$ We include them for completeness and for setting up our notations for subsequent works. We then point out the fact that the BZ one-soliton transformation can be written as successive transformations of a dual transformation followed by a certain discrete transformation and then a dual transformation again. This generalizes the known result of Cosgrove ${ }^{11}$ for the vacuum Einstein equations in four dimensions. The discrete symmetries can then be identified as the generalized Neugebauer-Kramer (NK) ${ }^{16}$ transformations. Explicit formulas for them are given in Sec. IV. In Sec. V, we derive the basic properties of the generalized NK transformations. A brief discussion is given in Sec. VI.

## II. FIELD EQUATIONS AND DUAL SYMMETRY

We shall consider the following metric in $4+K$ dimensions:

$$
\begin{equation*}
\bar{g}=g_{\mu v} d x^{\prime \prime} \otimes d x^{\nu}+\phi_{a b}(x) \theta^{a} \otimes \theta^{b} \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta^{a}=d y^{a}+A_{\mu}^{a}(x) d x^{\mu} \tag{2}
\end{equation*}
$$

The $y^{a}$ are coordinates of the internal space that is isomorphic to an Abelian Lie group. For the four-dimensional part of the metric, we assume that
$g_{\mu \nu} d x^{\mu} d x^{\nu}=f\left(d \rho^{2}+d z^{2}\right)+h_{\bar{\mu} \bar{\nu}} d x^{\bar{\mu}} d x^{\bar{\nu}}, \quad \bar{\mu}=t, \varphi$,
where $f$ and $h_{\bar{\mu} \bar{\nu}}$ are functions of $\rho, z$ only. We shall represent $\rho, z$ by $x^{\mu^{\prime}}$.

The curvature tensor of the metric can be found in Ref. 18. The field equations are of the form of conserved currents. Explicitly, let us introduce the current ${ }^{7}$

$$
J_{\mu^{\prime}}=-\frac{\tau}{2}\left[\begin{array}{l}
\left(\partial_{\mu^{\prime}} h h^{-1}\right)_{\bar{\mu}}^{\bar{v}}+\phi_{a b} h^{\bar{\nu} \bar{\lambda}} A_{\bar{\mu}}^{a} \partial_{\mu^{\prime}} A_{\bar{\lambda}}^{b}, \quad X_{\mu^{\prime},}^{b}  \tag{4}\\
\phi_{a b} h^{\bar{\mu}} \partial_{\mu^{\prime}} A_{\bar{\mu}}^{b}, \quad\left(\partial_{\mu^{\prime}} \phi \phi^{-1}\right)_{a}^{b}-\phi_{a c} h^{\bar{\mu} \bar{\nu}} A_{\bar{\nu}}^{b} \partial_{\mu^{\prime}} A_{\bar{\mu}}^{c}
\end{array}\right]
$$

where

$$
\begin{equation*}
X_{\mu^{\prime} \bar{\mu}}^{b}=-\left(\partial_{\mu^{\prime}} h h^{-1}\right)_{\bar{\mu}}^{\bar{\nu}} A_{\bar{\nu}}^{b}+\left(\partial_{\mu^{\prime}} \phi \phi^{-1}\right)_{a}^{b} A_{\bar{\mu}}^{a}+\partial_{\mu^{\prime}} A_{\bar{\mu}}^{b}-\phi_{a c} h^{\bar{\nu} \bar{\lambda}} A_{\bar{\mu}}^{a} A_{\bar{\nu}}^{b} \partial_{\mu^{\prime}} A_{\bar{\lambda}}^{c} \tag{5}
\end{equation*}
$$

Then the field equation $\bar{R}_{a \mu}=0$ corresponds to the conservation of the lower left block of $J_{\mu^{\prime}}$, while the equations $\bar{R}_{\bar{\mu} \bar{v}}=0$ and $\bar{R}_{a b}=0$ correspond to the conservation of the upper and lower diagonal blocks, respectively. The conservation of $X_{\mu^{\prime},}{ }^{b}$ follows from these equations as an algebraic identity. The remaining field equations $\bar{R}_{\mu^{\prime} v^{\prime}}=0$ can be written as

$$
\begin{align*}
& \partial_{\xi}^{2} \tau-\partial_{\xi} \ln (-\bar{g})^{1 / 2} \partial_{\xi} \tau+\tau^{-1} \operatorname{Tr} J_{\xi}^{2}=0, \\
& \partial_{\eta}^{2} \tau-\partial_{\eta} \ln (-\bar{g})^{1 / 2} \partial_{\eta} \tau+\tau^{-1} \operatorname{Tr} J_{\eta}^{2}=0,  \tag{6}\\
& \partial_{\xi} \partial_{\eta} \ln (-\bar{g})^{1 / 2}=-\tau^{-2} \operatorname{Tr} J_{\xi} J_{\eta} \tag{7}
\end{align*}
$$

Here we have introduced the complex coordinates

$$
\xi=z-i \rho, \quad \eta=z+i \rho
$$

and the notations

$$
\begin{equation*}
(-\bar{g})^{1 / 2}=(-\operatorname{det} \bar{g})^{1 / 2}, \quad \tau=(-\operatorname{det} h \cdot \operatorname{det} \phi)^{1 / 2} \tag{8}
\end{equation*}
$$

The conservation of the trace of $J_{\mu^{\prime}}$ implies

$$
\begin{equation*}
\left(\partial_{\rho}^{2}+\partial_{z}^{2}\right) \tau=0 \tag{9}
\end{equation*}
$$

We shall introduce the conjugate harmonic function $\sigma$

$$
\begin{equation*}
\partial_{z} \tau=\partial_{\rho} \sigma, \quad \partial_{\rho} \tau=-\partial_{z} \sigma \tag{10}
\end{equation*}
$$

and $w, \bar{w}$ such that

$$
\begin{equation*}
w=\tau+i \sigma, \quad \bar{w}=\tau-i \sigma \tag{11}
\end{equation*}
$$

Note that $w$ is an analytic function of $\eta$ while $\bar{w}$ is an analytic function of $\xi$.

Once $J_{\mu^{\prime}}$ is known, Eq. (6) can be used to get $(-\bar{g})^{1 / 2}$ and hence $f$ by quadrature. Equation (7) follows from (6) and the conservation of $J_{\mu^{\prime}}$. Indeed, it is the consistency condition of Eq. (6).

To see the relation with sigma models, let us introduce the vielbein

$$
\begin{align*}
& h_{\bar{\mu} \bar{v}}=e_{\bar{\mu}}^{\bar{m}} e_{\bar{v}}^{\bar{m}}, \quad\left(e^{-1}\right)_{\bar{m}}{ }^{\bar{\mu}} e_{\bar{\mu}}^{\bar{n}}=\delta_{m}^{n}, \\
& \phi_{a b}=e_{a}^{m} e_{b}^{m}, \quad\left(e^{-1}\right)_{m}{ }^{a} e_{a}^{n}=\delta_{m}^{n} \tag{12}
\end{align*}
$$

and the matrix $G$,

$$
G=\left[\begin{array}{l}
e_{\bar{\mu}}^{\bar{m}}, A^{a}{ }_{\bar{\mu}} e_{a}^{m}  \tag{13}\\
0, e_{a}^{m}
\end{array}\right]
$$

Let $\sigma$ denote the involutive automorphism on invertible matrices

$$
\begin{equation*}
\sigma(M)=\left(M^{T}\right)^{-1}, \quad \sigma^{2}=1 \tag{14}
\end{equation*}
$$

then

$$
\begin{equation*}
Q=\sigma(G) G^{-1}=\left(G G^{T}\right)^{-1} \tag{15}
\end{equation*}
$$

depends only on the metric, indeed,

$$
Q=\left[\begin{array}{ll}
h^{\bar{\mu} \bar{\nu}}, & -h^{\bar{\mu} \bar{\nu}} A_{\bar{\nu}}^{a}  \tag{16}\\
-h^{\bar{\mu} \bar{\nu}} A_{\bar{\mu}}^{a}, & \phi^{a b}+h^{\bar{\mu} \bar{\nu}} A_{\bar{\mu}} A_{\bar{\nu}}^{b}
\end{array}\right]
$$

The current $J_{\mu^{\prime}}$ can be written as

$$
\begin{equation*}
J_{\mu^{\prime}}=(\tau / 2) Q^{-1} \partial_{\mu^{\prime}} Q \tag{17}
\end{equation*}
$$

It follows that $J_{\mu^{\prime}}$ satisfies the constraint

$$
\begin{align*}
\partial_{\xi} J_{\eta} & -\partial_{\eta} J_{\xi}+2 \tau^{-1}\left[J_{\xi}, J_{\eta}\right] \\
& -\tau^{-1} \partial_{\xi} \tau J_{\eta}+\tau^{-1} \partial_{\eta} \tau J_{\xi}=0 \tag{18}
\end{align*}
$$

and the conservation equation

$$
\begin{equation*}
\partial_{\xi} J_{\eta}+\partial_{\eta} J_{\xi}=0 \tag{19}
\end{equation*}
$$

Equations (18) and (19) can be linearized. Following BZ, ${ }^{10}$ we introduce the vector fields $L_{\xi}, L_{\eta}$ :

$$
\begin{align*}
& L_{\xi}=\partial_{\xi}+2 \lambda(\tau+\lambda)^{-1} \partial_{\xi} \tau \partial_{\lambda} \\
& L_{\eta}=\partial_{\eta}+2 \lambda(\tau-\lambda)^{-1} \partial_{\eta} \tau \partial_{\lambda} \tag{20}
\end{align*}
$$

It is easy to see that

$$
\begin{equation*}
\left[L_{\xi}, L_{\eta}\right]=0 \tag{21}
\end{equation*}
$$

The Lax pair is

$$
\begin{align*}
& L_{5} \psi(\cdot ; \lambda)=2(\tau+\lambda)^{-1} \psi(\cdot ; \lambda) J_{\xi}  \tag{22}\\
& L_{\eta} \psi(\cdot ; \lambda)=2(\tau-\lambda)^{-1} \psi(\cdot ; \lambda) J_{\eta}
\end{align*}
$$

From Eq. (17), it follows that we can choose the normalization

$$
\begin{equation*}
\psi(; ; 0)=Q \tag{23}
\end{equation*}
$$

We now change variables from $\lambda$ to $s$ such that $s(\cdot ; \lambda)$ satisfies

$$
\begin{equation*}
d s\left(L_{\xi}\right)=0, \quad d s\left(L_{\eta}\right)=0 \tag{24}
\end{equation*}
$$

These equations can be integrated to give

$$
\begin{equation*}
s=f\left(\lambda+(w-\bar{w})+\tau^{2} / \lambda\right) \tag{25}
\end{equation*}
$$

where $f(x)$ is an arbitrary smooth function. We choose $f(x)=x^{-1}$ so that

$$
\begin{equation*}
s=\lambda /\left\{\lambda^{2}+(w-\bar{w}) \lambda+\tau^{2}\right\} \tag{26}
\end{equation*}
$$

The Lax pair, Eq. (20), becomes in terms of $\xi, \eta, s$ :

$$
\begin{align*}
& \partial_{\xi} U(\cdot ; s)=\tau^{-1}\left(1+\gamma^{-1}\right) U(\cdot ; s) J_{\xi}  \tag{27}\\
& \partial_{\eta} U(\cdot ; s)=\tau^{-1}(1+\gamma) U(\cdot ; s) J_{\eta}
\end{align*}
$$

where

$$
\begin{align*}
& \psi(\cdot ; \lambda)=\left.U(\cdot ; s)\right|_{s} \text { as in }(26)  \tag{28}\\
& \gamma^{-1}=(1-2 s w)^{1 / 2}(1+2 s \bar{w})^{-1 / 2} \tag{29}
\end{align*}
$$

Note that $\lambda$ and $\gamma$ are double-valued functions of $s$ so that $\lambda, \tau^{2} / \lambda$ correspond to the same $s$ and so do $\gamma,-\gamma$. The value of $\psi(\cdot ; \lambda), U(\cdot ; s)$ on the second sheet of the $s$ surface will be denoted by $\widetilde{\psi}(\cdot ; \lambda), \widetilde{U}(\cdot ; s)$ and they satisfy, respectively, Eqs. (22) and (27) with $\lambda \rightarrow \tau^{2} / \lambda, \gamma \rightarrow-\gamma$.

Equation (27) is the linearized equation expressing dual symmetry for the generalized nonlinear sigma models on symmetric spaces. ${ }^{8,19}$ Indeed, once Eq. (27) is solved, a new solution is given by

$$
\begin{align*}
& G^{(s)}=U(\cdot ; s) G, \quad \tau^{(s)}=\tau / S^{2} \\
& S^{2}=(1-2 s w)(1+2 s \bar{w}) \tag{30}
\end{align*}
$$

and

$$
\begin{align*}
J_{\xi}{ }^{(s)} & =-\tau^{-1} \tau^{(s)} \gamma^{-1} U(\cdot ; s) J_{\xi} U(\cdot ; s)^{-1} \\
& =\frac{1}{2} \partial_{\xi}\left(\partial_{s} U U^{-1}\right), \\
J_{\eta}^{(s)} & =-\tau^{-1} \tau^{(s)} \gamma U(\cdot ; s) J_{\eta} U(; ; s)^{-1}  \tag{31}\\
& =-\frac{1}{2} \partial_{\eta}\left(\partial_{s} U U^{-1}\right),
\end{align*}
$$

with

$$
\begin{equation*}
w^{(s)}=w /(1-2 s w), \quad \bar{w}^{(s)}=\bar{w} /(1+2 s \bar{w}) \tag{32}
\end{equation*}
$$

The transformed $U$ is given by

$$
\begin{equation*}
U^{(s)}\left(\cdot ; s^{\prime}\right) \doteq \widetilde{U}\left(\cdot ; s^{\prime}+s\right) U(\cdot ; s)^{-1} \tag{33}
\end{equation*}
$$

where a dot means equal up to multiplication on the left by a constant matrix. The new $Q$ follows from Eqs. (15) and (30) and also from Eqs. (23) and (33):
$Q^{(s)}=\sigma(U(\cdot ; s)) Q U(\cdot ; s)^{-1} \doteq \widetilde{U}(\cdot ; s) U(\cdot ; s)^{-1}$,
which is manifestly symmetric.
In going from Eq. (30) to (32), we have fixed an arbitrary additive constant. By fixing this constant, we have made the Abelian character of the dual symmetry transformation manifest as is clear from Eq. (33), which can be used to generate successive dual transformations. In the four-dimensional case (i.e., $K=0$ ), this dual symmetry transformation corresponds to Neugebauer's $I_{2}$ transformation, or, more precisely, Cosgrove's $\widetilde{\boldsymbol{Q}}_{4 s}$ transformation. ${ }^{1,20}$ Let us also note that for successive dual transformations, we can choose either sheet of the $s$ surface at each stage so that there are two variants of Eq. (34) and four variants of Eq. (33). We shall consistently use a tilde to denote quantities on the second sheet.

Note that the last equality in Eq. (31) gives the potential for the conserved currents $J_{\mu^{\prime}}{ }^{(s)}$. If we expand $J_{\mu^{\prime}}{ }^{(s)}$ around $s=0$, we get infinitely many nonlocal conserved currents with the corresponding potentials given by

$$
\begin{align*}
& \frac{1}{2} \partial_{s} U U^{-1}=R_{0}+2 s R_{1}+2 s^{2} R_{2}+\cdots  \tag{35}\\
& U=\left(1+2 s R_{0}+2 s^{2}\left(R_{0}^{2}+R_{1}\right)+\cdots\right) Q \tag{36}
\end{align*}
$$

The $R_{i}$ 's will be called the "higher potentials." They are introduced mainly for later use.

From Eqs. (8), (13), and (15), we find that

$$
\begin{equation*}
\operatorname{det} Q=-1 / \tau^{2} \tag{37}
\end{equation*}
$$

However, det $Q^{(s)}$ does not satisfy the corresponding constraint. Indeed, it follows from the trace of Eq. (27) that

$$
\begin{equation*}
\operatorname{det} U(\cdot ; s) \doteq s / \lambda \tag{38}
\end{equation*}
$$

so that

$$
\begin{equation*}
\operatorname{det} Q^{(s)}=-\lambda^{2} / s^{2} \tau^{2} \tag{39}
\end{equation*}
$$

A solution that satisfies the proper constraint can be obtained by renormalization:

$$
\begin{equation*}
\widehat{Q}^{(s)}=\left(s S^{2} / \lambda\right)^{2 / n} Q^{(s)}, \quad n=K+2 \tag{40}
\end{equation*}
$$

with the corresponding change

$$
\begin{align*}
& \hat{J}_{\xi}^{(s)}=J_{\xi}^{(s)}-(1 / n) \tau^{(s)} \tau^{-1} \gamma_{s}^{-1}\left(1+\gamma_{s}^{-1}\right) \\
& \hat{J}_{\eta}^{(s)}=J_{\eta}^{(s)}-(1 / n) \tau^{(s)} \tau^{-1} \gamma_{s}\left(1+\gamma_{s}\right) \tag{41}
\end{align*}
$$

where the subscript $s$ for $\gamma$ means evaluating at $s$. Denoting the transformed $\gamma$ by $\gamma^{(s)}$, we find from Eqs. (29) and (32)

$$
\begin{equation*}
\gamma_{s}^{(s)}=\gamma_{s}^{-1} \gamma_{s+s^{\prime}} \tag{42}
\end{equation*}
$$

Similarly, we find the transformation law for $S$ to be

$$
\begin{equation*}
S_{s}^{(s) 2}=S_{s}^{-2} S_{s+s^{\prime}}^{2} \tag{43}
\end{equation*}
$$

The renormalization necessary for $U^{(s)}$ is found to be

$$
\begin{align*}
\hat{U}^{(s)}(\cdot ; s)= & \left\{2 s S\left(\gamma_{s}+\gamma_{s+s^{\prime}}\right) /\left(1-\gamma_{s}\right)\right. \\
& \left.\times\left(1-\gamma_{s+s^{\prime}}\right)\right\}^{2 / n} U^{(s)}\left(\cdot ; ;^{\prime}\right) \tag{44}
\end{align*}
$$

Substituting Eq. (41) into Eq. (6), we find that

$$
\begin{equation*}
\left(-\bar{g}^{(s)}\right)^{1 / 2} \doteq(-\bar{g})^{1 / 2}\left(\lambda^{2} / s^{2} S\right)^{2 / n} S^{-4} \tag{45}
\end{equation*}
$$

This completes our derivation of the dual symmetry transformation. The formulas are clearly ready for iteration. Apart from the renormalization factor, the symmetry is essentially Abelian. As we shall see in the following section, dual symmetry is closely related to the BZ soliton transformation.

## III. SOLITON TRANSFORMATIONS

Given $Q, J_{\mu^{\prime}}$, and $\psi(\cdot ; \lambda)$ satisfying Eq. (22), we seek a new solution $\psi^{\prime}(\cdot ; \lambda)$ by dressing $\psi^{10,12}$ :

$$
\begin{equation*}
\psi^{\prime}(\cdot ; \lambda)=\psi(\cdot ; \lambda) \chi(\cdot ; \lambda), \quad Q^{\prime}=\psi^{\prime}(\cdot ; 0) \tag{46}
\end{equation*}
$$

It is clear that $Q^{\prime}$ in general need not be symmetric. How can we get a symmetric $Q^{\prime}$ ? Note that the symmetry requirement of $Q$ can be expressed as

$$
\begin{equation*}
\sigma(Q) Q=1 \tag{47}
\end{equation*}
$$

If we normalize $\psi$ as in Eq. (23) and normalize $\widetilde{\psi}(\cdot ; \lambda)$ by

$$
\begin{equation*}
\widetilde{\psi}(\cdot ; 0)=1 \tag{48}
\end{equation*}
$$

then it is clear that to ensure condition (45), we have only to require

$$
\begin{equation*}
\sigma(\psi(\cdot ; \lambda)) Q=\widetilde{\psi}(\cdot ; \lambda) \tag{49}
\end{equation*}
$$

That this is possible can be seen from the second equality of Eq. (34). Requiring $\psi^{\prime}, \widetilde{\psi}^{\prime}$ to satisfy Eqs. (48) and (49) is equivalent to requiring

$$
\begin{equation*}
\tilde{\chi}(\cdot ; 0)=1 \tag{50}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(\chi(\because \lambda)) Q^{\prime}=\tilde{Q}(\cdot ; \lambda) \tag{51}
\end{equation*}
$$

The dressing matrix $\chi(\cdot ; \lambda)$ in general can be represented as a sum over discrete poles on the $\lambda$ plane together with a line integral over a closed curve. ${ }^{12}$ When only the pole terms exist, the transformation is called pure solitonic. For pure soliton transformations, we write

$$
\begin{align*}
& \chi(\cdot ; \lambda)=1+\sum_{i=1}^{N} \frac{Q_{i}(\cdot)}{\left(\lambda-\lambda_{i}\right)}, \\
& \chi(\cdot ; \lambda)^{-1}=1+\sum_{i=1}^{M} \frac{R_{i}(\cdot)}{\left(\lambda-\mu_{i}\right)} \tag{52}
\end{align*}
$$

In general, $N$ need not equal $M$, but the constraint (51) requires that they be equal and form pairs:

$$
\begin{equation*}
\mu_{i}=\tau^{2} / \lambda_{i}, \quad i=1, \ldots, N \tag{53}
\end{equation*}
$$

Substituting Eqs. (46) and (52) into Eq. (22), and requiring the residues of the double poles at $\lambda=\lambda_{i}, \lambda=\mu_{i}$ to vanish, we find that $\lambda_{i}, \mu_{i}$ have to satisfy the partial differential equation
$\partial_{\xi} y=2 y(\tau+y)^{-1} \partial_{\xi} \tau, \quad \partial_{\eta} y=2 y(\tau-y)^{-1} \partial_{\eta} \tau$,
which can be integrated so that

$$
\begin{equation*}
\lambda_{i}+(w-\bar{w})+\tau^{2} / \lambda_{i}=1 / s_{i} \tag{55}
\end{equation*}
$$

and $\mu_{i}$ satisfies the same equation with the same constant $s_{i}$, following from Eq. (53). It is now clear why we made the particular choice when going from Eq. (25) to Eq. (26).

In the following, we shall consider the case $N=1$. The general $N$-soliton transformations can be obtained by iteration. Their explicit formulas will be presented in a subsequent work. The one-soliton transformation that we shall consider preserves the symmetric tensor character of $Q$ but need not preserve reality. The reality condition is easy to satisfy and we shall comment on this later.

Putting $N=M=1$ in Eq. (52) and multiplying the two expressions, we find the algebraic constraints

$$
\begin{align*}
& R_{1}=-Q_{1}, \quad Q_{1}=Q_{1}^{2} /\left(\lambda_{1}-\mu_{1}\right) \\
& R_{1}=R_{1}^{2} /\left(\mu_{1}-\lambda_{1}\right) \tag{56}
\end{align*}
$$

which imply
$P_{1}=Q_{1} /\left(\lambda_{1}-\mu_{1}\right)=R_{1} /\left(\mu_{1}-\lambda_{1}\right), \quad P_{1}^{2}=P_{1}$,
is a projection operator. Using $P_{1}$, we can write

$$
\begin{equation*}
\chi(\cdot ; \lambda)=1-P_{1}+\left(\lambda-\mu_{1}\right)\left(\lambda-\lambda_{1}\right)^{-1} P_{1} \tag{58}
\end{equation*}
$$

Let the rank of $P_{1}$ be $q_{1}$, then we have
$\operatorname{Tr} P_{1}=q_{1}, \quad \operatorname{det} \chi(\cdot ; \lambda)=\left(\lambda-\mu_{1}\right)^{q_{1}}\left(\lambda-\lambda_{1}\right)^{-q_{1}}$.
The matrix $P_{1}$ can be written as

$$
\begin{align*}
& P_{1}=X_{1}\left(F_{1}^{+} X_{1}\right)^{-1} F_{1}^{+}  \tag{60}\\
& X_{1}, F_{1}=\text { complex } n \times q_{1} \text { matrices } .
\end{align*}
$$

From the partial differential equations satisfied by $\chi(\cdot ; \lambda)$, we find that $P_{1}$ satisfies

$$
\begin{align*}
& \left(1-P_{1}\right)\left(\partial_{\xi}+2\left(\tau+\lambda_{1}\right)^{-1} J_{\xi}\right) P_{1}=0  \tag{61}\\
& \left(1-P_{1}\right)\left(\partial_{\eta}+2\left(\tau-\lambda_{1}\right)^{-1} J_{\eta}\right) P_{1}=0
\end{align*}
$$

and

$$
\begin{align*}
& \hat{J}_{\xi}^{\prime}=\chi(\cdot ;-\tau)^{-1}\left[J_{\xi}+\tau \partial_{\xi} \tau \frac{\mu_{1}-\lambda_{1}}{\left(\tau+\lambda_{1}\right)\left(\tau+\mu_{1}\right)}\left(\frac{q_{1}}{n}-P_{1}\right)\right] \chi(\cdot ;-\tau)  \tag{72}\\
& \hat{J}_{\eta}^{\prime}=\chi(\cdot ; \tau)^{-1}\left[J_{\eta}-\tau \partial_{\eta} \tau \frac{\mu_{1}-\lambda_{1}}{\left(\tau-\lambda_{1}\right)\left(\tau-\mu_{1}\right)}\left(\frac{q_{1}}{n}-P_{1}\right)\right] \chi(\cdot ; \tau)
\end{align*}
$$

Substituting Eq. (72) into Eq. (6) and using the relations
$\operatorname{Tr}\left(X_{1}^{T} Q X_{1}\right)^{-1} \partial_{\xi}\left(X_{1}^{T} Q X_{1}\right)=-\frac{2}{\tau} \frac{\tau-\lambda_{1}}{\tau+\lambda_{1}} \operatorname{Tr} J_{\xi} P_{1}$,
$\operatorname{Tr}\left(X_{1}^{T} Q X_{1}\right)^{-1} \partial_{\eta}\left(X_{1}^{T} Q X_{1}\right)=-\frac{2}{\tau} \frac{\tau+\lambda_{1}}{\tau-\lambda_{1}} \operatorname{Tr} J_{\eta} P_{1}$,
which follow from Eq. (63), we obtain

$$
\begin{align*}
& P_{1}\left(\partial_{\xi}-2\left(\tau+\mu_{1}\right)^{-1} J_{\xi}\right)\left(1-P_{1}\right)=0  \tag{62}\\
& P_{1}\left(\partial_{\eta}-2\left(\tau-\mu_{1}\right)^{-1} J_{\eta}\right)\left(1-P_{1}\right)=0
\end{align*}
$$

It follows that we may require

$$
\begin{align*}
& \left(\partial_{\xi}+2\left(\tau+\lambda_{1}\right)^{-1} J_{\xi}\right) X_{1}=0  \tag{63}\\
& \left(\partial_{\eta}+2\left(\tau-\lambda_{1}\right)^{-1} J_{\eta}\right) X_{1}=0
\end{align*}
$$

so that

$$
\begin{equation*}
X_{1}=\psi^{-1}\left(\cdot ; \lambda_{1}\right) X_{1}^{(0)} \tag{64}
\end{equation*}
$$

for some constant matrix $X_{1}{ }^{(0)}$.
To find the remaining part of $P_{1}$, we use Eq. (51). Requiring $Q^{\prime}$ to have no poles on the $\lambda$ plane, we find

$$
\begin{equation*}
P_{1}^{T} Q\left(1-P_{1}\right)=0, \quad P_{1}^{T} Q=Q P_{1} \tag{65}
\end{equation*}
$$

which can be solved for $\left(F_{1}+X_{1}\right)^{-1} F_{1}{ }^{+}$to give

$$
\begin{equation*}
P_{1}=X_{1}\left(X_{1}^{T} Q X_{1}\right)^{-1} X_{1}^{T} Q \tag{66}
\end{equation*}
$$

Using Eqs. (34) and (64), we find

$$
\begin{equation*}
P_{1}=\psi^{-1}\left(\cdot ; \lambda_{1}\right) P_{1}^{\left(s_{1}\right)} \psi\left(\cdot ; \lambda_{1}\right) \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{1}^{\left(s_{1}\right)}=X_{1}^{(0)}\left(X_{1}^{(0) T} Q^{\left(s_{1}\right)} X_{1}^{(0)}\right)^{-1} X_{1}^{(0) T} Q^{\left(s_{1}\right)} \tag{68}
\end{equation*}
$$

Note that from Eqs. (67) and (34) one can see that Eq. (62) is satisfied.

It follows from Eqs. (46) and (58) that
$\psi^{\prime}(\cdot ; \lambda)=\psi(\cdot ; \lambda) \psi\left(\cdot ; \lambda_{1}\right)^{-1}$

$$
\begin{equation*}
\times\left(1-P_{1}^{\left(s_{1}\right)}+\frac{\lambda-\mu_{1}}{\lambda-\lambda_{1}} P_{1}^{\left(s_{1}\right)}\right) \psi\left(\cdot ; \lambda_{1}\right) \tag{69}
\end{equation*}
$$

and

$$
\begin{align*}
\hat{Q}^{\prime}= & \left(\frac{\lambda_{1}}{\mu_{1}}\right)^{q_{1} / n} Q \psi\left(\cdot ; \lambda_{1}\right)^{-1} \\
& \times\left(1-P_{1}^{\left(s_{1}\right)}+\frac{\mu_{1}}{\lambda_{1}} P_{1}^{\left(s_{1}\right)}\right) \psi\left(\cdot ; \lambda_{1}\right) \tag{70}
\end{align*}
$$

where proper renormalization has been imposed on $Q^{\prime}$. The renormalized $\psi^{\prime}$ is then

$$
\begin{equation*}
\hat{\psi}^{\prime}(\cdot ; \lambda)=\left(\left(\lambda-\lambda_{1}\right) /\left(\lambda-\mu_{1}\right)\right)^{q_{1} / n} \psi^{\prime}(\cdot ; \lambda) \tag{71}
\end{equation*}
$$

The transformation law for the current $J_{\mu^{\prime}}$ follows from the differential equations for $\chi(\cdot ; \lambda)$. By examining the behavior of these equations near $\lambda= \pm \tau$, we find
one-soliton transformation that can be iterated any number of times.

Now we shall say a few words about the condition for the metric to be real. From Eqs. (22) and (27), one can see that to ensure reality, we can require

$$
\begin{equation*}
\psi^{*}(\cdots \lambda)=\psi(\cdot ;-\lambda), \quad U^{*}(\cdot ; s)=U(\cdot ;-s) \tag{76}
\end{equation*}
$$

It follows that for $Q^{(s)}$ in Eq. (34) to be real, we have to choose $s$ to be pure imaginary. For soliton transformations, insisting condition (76) for $\psi^{\prime}(\cdot ; \lambda)$ and hence $\chi(\cdot ; \lambda)$, we see from Eq. (52) that if $\lambda_{i}$ is a pole, $-\lambda_{i}^{*}$ must also be a pole. This also implies, from Eq. (55), that the constants $s_{i}$ chosen must form ( $s_{i},-s_{i}^{*}$ ) pairs unless $s_{i}$ is pure imaginary. Moreover, for ( $s_{i},-s_{i}^{*}$ ) pairs, the corresponding $Q_{i}$, $R_{i}$ have to form ( $Q_{i},-Q_{i}^{*}$ ) and ( $R_{i},-R_{i}^{*}$ ) pairs. For one-soliton transformation, the only choice is to have $s_{1}, \lambda_{1}$, $Q_{1}$ pure imaginary so that $P$ is real. This can be achieved by requiring

$$
\begin{equation*}
X^{(0) *}=c X^{(0)}, \tag{77}
\end{equation*}
$$

where $c$ is an arbitrary constant.
Finally, let us make the following observation. In Eq. (69) for BZ one-soliton transformation, we replace $\lambda$ by $\mu=\tau^{2} / \lambda$ and notice that

$$
\begin{align*}
\frac{\mu-\mu_{1}}{\mu-\lambda_{1}}= & -\left(\gamma_{s_{1}}+1\right)\left(\gamma_{s_{1}}-1\right)^{-1} \\
& \times\left(\gamma_{s-s_{1}}^{\left(s_{1}\right)}-1\right)\left(\gamma_{s-s_{1}}^{\left(s_{1}\right)}+1\right)^{-1} \tag{78}
\end{align*}
$$

Equation (69) can then be written as

$$
\begin{equation*}
\widetilde{\psi}^{\prime}(\cdot ; \lambda)=\Phi\left(\cdot ; s-s_{1}\right) \Phi\left(\cdot ;-s_{1}\right)^{-1} \tag{79}
\end{equation*}
$$

where

$$
\begin{align*}
\Phi\left(\cdot ; s-s_{1}\right)= & \widetilde{U}(\cdot ; s) U\left(\cdot ; s_{1}\right)^{-1} \\
& \times\left(1-P_{1}^{\left(s_{1}\right)}+\frac{\gamma_{s_{-}}^{\left(s_{1}\right)}-1}{\gamma_{s-s_{1}}^{\left(s_{1}\right)}+1} P_{1}^{\left(s_{1}\right)}\right) \tag{80}
\end{align*}
$$

and we have used the relation

$$
\begin{equation*}
\gamma_{s}^{-1}=\gamma_{-s}^{(s)} \tag{81}
\end{equation*}
$$

which follows from Eq. (42).
Recalling the definition of $P_{1}{ }^{\left(s_{1}\right)}$ in Eq. (68) and comparing Eqs. (79) and (80) with the dual symmetry transformation Eq. (33) and its variants, we see that the BZ one-soliton transformation consists of successive transformations of the form $I_{2} I^{\left(q_{1}\right)} I_{2}$, where $I_{2}$ is a dual symmetry transformation and $I^{\left(q_{1}\right)}$ is a certain discrete transformation that can be read off from Eq. (80). Let us recall that for the four-dimensional ( $K=0$ ) case, Cosgrove ${ }^{11}$ showed that the BZ one-soliton transformation can be written as $I_{2} I I_{2}$, where $I$ is the Neugebauer-Kramer ${ }^{16}$ transformation. Hence we see that the Neugebauer-Kramer symmetry generalizes to a series of discrete symmetries. ${ }^{17}$ In the following section, we derive the formulas for these symmetry transformations.

## IV. GENERALIZED NEUGEBAUER-KRAMER MAPPING

The discussions at the end of the previous section suggest that we seek a new solution by writing the new generating function $U_{1}(\cdot ; s)$ in the form

$$
\begin{align*}
U_{I}(\cdot ; s)= & A(s) \widetilde{U}(\cdot ; s)[1-P \\
& \left.+(\gamma+1)(\gamma-1)^{-1} P\right] Y^{-1}(\cdot) \tag{82}
\end{align*}
$$

where $Y(\cdot)$ is a matrix function of $\xi, \eta$, undetermined from the soliton transformation. Here $A(s)$ is an invertible matrix function of $s$ only and $P$ is a projection operator defined by

$$
\begin{equation*}
P=X_{0}\left(X_{0}^{T} Q X_{0}\right)^{-1} X_{0}^{T} Q, \tag{83}
\end{equation*}
$$

where $X_{0}$ is a constant complex $n \times q$ matrix of rank $q$ with $1 \leqslant q<n$.

As before, $Q_{I}$ will be given by $U_{I}(\cdot, 0)$. From Eq. (82), we find that in order for $Q_{I}$ to exist, we must require

$$
\begin{equation*}
A(0) P=0 \tag{84}
\end{equation*}
$$

This is achieved by the minimum choice

$$
\begin{equation*}
A(s)=1-P_{0}+2 s P_{0}, \tag{85}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{0}=X_{0}\left(X_{0}^{T} k_{0} X_{0}\right)^{-1} X_{0}^{T} k_{0} \tag{86}
\end{equation*}
$$

with $k_{0}$ an arbitrary invertible matrix. This choice is minimum in the sense that any other choice can be obtained by multiplying $A(s)$ on the left by another matrix $B(s)$ which is analytic and invertible at $s=0$. Such modifications, as we shall see, affect the formulas for $Q_{I}$ only trivially.

As in the case of soliton transformation, to ensure that $Q_{I}$ be symmetric, we shall require the validity of Eqs. (48) and (49) for $\widetilde{U}_{I}, U_{I}$. This together with the fact that $\widetilde{U}_{I}$ is the analytic continuation of $U_{I}$ onto the second sheet so that it is essentially determined by $U_{I}$ with the change $\gamma \rightarrow-\gamma$, $\widetilde{U} \rightarrow U$, we obtain
$\widetilde{U}_{I}(\cdot ; s)=\sigma(A(s)) U(\cdot ; s)\left(1-P+\frac{\gamma-1}{\gamma+1} P\right) Y^{-1}(\cdot)$
and

$$
\begin{equation*}
Q_{I}=\sigma(Y) Q Y^{-1} \tag{88}
\end{equation*}
$$

with $Y(\cdot)$ given by

$$
\begin{align*}
Y(\cdot) & =\lim _{s \rightarrow 0}\left\{\sigma(A(s)) U(\cdot ; s)\left(1-P+\frac{\gamma-1}{\gamma+1} P\right)\right\} \\
& =\left[1-P^{T}+\frac{1}{2} \tau P_{0}^{T}+P_{0}^{T} R_{0}\left(1-P^{T}\right)\right] Q \tag{89}
\end{align*}
$$

where $R_{0}$ is the first potential defined in Eq. (35). The inverse of $Y(\cdot)$ is easily found to be

$$
\begin{align*}
Y^{-1}(\cdot)= & Q^{-1}\left[1-P_{0}^{T}+2 \tau^{-1} P^{T}\right. \\
& \left.-2 \tau^{-1} P^{T} R_{0}\left(1-P_{0}^{T}\right)\right] . \tag{90}
\end{align*}
$$

One can check by straightforward computation that

$$
\begin{align*}
& \partial_{\xi} U_{I}(\cdot ; s)=\tau^{-1}\left(1+\gamma^{-1}\right) U_{I}(\cdot ; s) J_{I \xi}, \\
& \partial_{\eta} U_{I}(\cdot ; s)=\tau^{-1}(1+\gamma) U_{I}(\because ; s) J_{I \eta}, \tag{91}
\end{align*}
$$

with

$$
\begin{align*}
J_{I \xi}= & -Y\left[(1-P) J_{\xi}(1-P)+P J_{\xi} P\right. \\
& \left.-P J_{\xi}(1-P)-(1-P) J_{\xi} P+\partial_{\xi} \tau P\right] Y^{-1}, \\
J_{I \eta}= & -Y\left(J_{\eta}+\partial_{\eta} \tau P\right) Y^{-1} \tag{92}
\end{align*}
$$

From Eq. (6), we find the transformation formula for $\bar{g}$ :

$$
\begin{equation*}
\left(-\bar{g}_{I}\right)^{1 / 2}=(-\bar{g})^{1 / 2} \tau^{q} \operatorname{det}\left(X_{0}^{T} Q X_{0}\right) \tag{93}
\end{equation*}
$$

The lack of symmetry between $\xi$ and $\eta$ in Eq. (92) shows the complex character of generalized NK transformations. Indeed, if we call the above transformation $I^{(q)}$, then there exists the conjugate transformation $I_{*}^{(q)}$ given by

$$
\begin{align*}
U_{I_{*}}(\because ; s)= & A_{*}(s) \widetilde{U}(\cdot ; s) \\
& \times\left[1-P-(\gamma+1)(\gamma-1)^{-1} P\right] Y_{*}^{-1}(\cdot) \tag{94}
\end{align*}
$$

choosing

$$
\begin{equation*}
A_{*}(s)=1-P_{0}-2 s P_{0} \tag{95}
\end{equation*}
$$

we have

$$
\begin{align*}
Y_{*}(\cdot) & =\lim _{s \rightarrow 0} \sigma\left(A_{*}(s)\right) U(\cdot ; s)\left(1-P-\frac{\gamma-1}{\gamma+1} P\right) \\
& =\left[1-P^{T}+\frac{1}{2} \tau P_{0}^{T}-P_{0}^{T} R_{0}\left(1-P^{T}\right)\right] Q \tag{96}
\end{align*}
$$

The currents now transform as

$$
\begin{align*}
J_{I_{*} \xi}= & -Y_{*}\left(J_{\xi}+\partial_{\xi} \tau P\right) Y_{*}^{-1} \\
J_{I_{*} \eta}= & -Y_{*}\left[(1-P) J_{\eta}(1-P)+P J_{\eta} P\right.  \tag{97}\\
& \left.-P J_{\eta}(1-P)-(1-P) J_{\eta} P+\partial_{\eta} \tau P\right] Y_{*}^{-1}
\end{align*}
$$

If we change $A(s)$ by multiplying the minimum form on the left by $B(s), Y(\cdot)$ will be modified to $B(0) Y(\cdot)$. This amounts to applying an additional symmetry transformation, namely, the global rotation of the $K+2$ commuting Killing vectors by $\boldsymbol{B}(0)$.

Notice that the potential $R_{0}$ appears in the generalized NK transformations. For completeness and for later use, we give the transformation law for $R_{0}$, which follows from Eq. (82) and the definition of the potential,

$$
\begin{align*}
R_{I O}= & P_{0}\left(P \widetilde{R}_{0}-i \sigma\right) P_{0}+\left(1-P_{0}\right) \widetilde{R}_{0}(1-P)\left(1-P_{0}\right) \\
& -\left(1-P_{0}\right)\left[i \sigma \widetilde{R}_{0}+\frac{1}{2}\left(\widetilde{R}_{0}^{2}-\widetilde{R}_{1}\right)-\widetilde{R}_{0} P \widetilde{R}_{0}\right] \\
& \times P_{0}-P_{0} P\left(1-P_{0}\right) \tag{98}
\end{align*}
$$

where $\sigma$ is defined in Eq. (10) and $\widetilde{R}_{0}, \widetilde{R}_{1}$ are potentials on the second sheet. In fact, due to Eq. (47), we have the relations

$$
\begin{equation*}
\widetilde{R}_{i}=-R_{i}^{T} \quad \forall i \tag{99}
\end{equation*}
$$

The generalized NK transformations $I^{(q)}\left(k_{0}, X_{0}\right)$ depends on the matrix parameters $k_{0}$ and $X_{0}$. One can show that the inverse transformation is

$$
\begin{equation*}
I^{(q)}\left(k_{0}, X_{0}\right)^{-1}=I^{(q)}\left(k_{0}^{-1}, k_{0}^{T} X_{0}\right) \tag{100}
\end{equation*}
$$

so that $I^{(q)}$ is involutive when $k_{0}=1$. Although we have "derived" the NK transformations from the BZ one-soliton transformations, the exact relation between them requires more careful treatment and will be given in the next section.

## V. BASIC PROPERTIES OF NK TRANSFORMATIONS

Let us begin by introducing some obvious symmetry transformations. Let $Q$ be a solution and $U(\cdot ; s)$ the corresponding generating function. Then

$$
\begin{equation*}
Q \rightarrow \sigma(Q)=Q^{-1}, \quad U \rightarrow \sigma(U), \quad \widetilde{U} \rightarrow \sigma(\widetilde{U}) \tag{101}
\end{equation*}
$$

is also a solution. We shall also use $\sigma$ to denote this symmetry transformation despite possible confusions. From Eqs. (33) and (34), we can see that

$$
\begin{equation*}
I_{2}^{(0)}=\sigma \tag{102}
\end{equation*}
$$

It is convenient to define $\tilde{I}_{2}^{(s)}$ by

$$
\begin{equation*}
\tilde{I}_{2}^{(s)}=\sigma I_{2}^{(s)} \tag{103}
\end{equation*}
$$

Similarly, we shall define

$$
\begin{equation*}
\hat{I}^{(q)}\left(k_{0}, X_{0}\right)=\sigma I^{(q)}\left(k_{0}, X_{0}\right) \tag{104}
\end{equation*}
$$

Let $C \in \operatorname{SL}(n, R), n=K+2$. Then we have the symmetry transformation $R(C)$ :

$$
\begin{align*}
& R(C) Q=\sigma(C) Q C^{-1}, \quad R(C) U=\sigma(C) U C^{-1} \\
& R(C) \widetilde{U}=C \widetilde{U} C^{-1} \tag{105}
\end{align*}
$$

Finally, let $G(s) \in G L(n, C)$ be a function of $s$ only and $G(0)=1$. Then we have the trivial gauge transformation $L(G)$,

$$
\begin{equation*}
L(G) U=G(s) U(\cdots s), \quad L(G) \widetilde{U}=\sigma(G) \widetilde{U} \tag{106}
\end{equation*}
$$

which leaves $Q$ unchanged. There is another symmetry transformation which arises from projective transformations of $\rho, z$ coordinates treating $Q$ and $U$ as scalar functions of $\rho, z$. This symmetry transformation is important for some purposes but will not be considered here.

The following commutation relations among these symmetry transformations can be easily derived:

$$
\begin{array}{ll}
\sigma \tilde{I}_{2}^{(s)}=\tilde{I}_{2}^{(s)} \sigma, \\
R(C) \tilde{I}_{2}^{(s)}=\tilde{I}_{2}^{(s)} R(C), \\
R(C) \cdot \sigma=\sigma \cdot R(\sigma(C)), \\
\left.R(C) \hat{I}^{(q)}\left(k_{0}, X_{0}\right)=\hat{I}^{(q)}\left(\sigma(C) k_{0} C^{-1}, C X_{0}\right)\right) R(C), \\
\sigma \hat{I}^{(q)}\left(k_{0}, X_{0}\right)=\hat{I}^{(q)}\left(k_{0}^{-1}, \sigma\left(k_{0}\right)^{-1} X_{0}\right)^{-1} \sigma, \\
\tilde{I}_{2}^{\left(s_{1}\right)} L(G(s))=L\left(G\left(s+s_{1}\right) G\left(s_{1}\right)^{-1}\right) R\left(\sigma\left(G\left(s_{1}\right)\right)\right) \tilde{I}_{2}^{\left(s_{1}\right)}, \tag{112}
\end{array}
$$

$L(G(s)) \tilde{I}_{2}^{\left(s_{1}\right)}=\tilde{I}_{2}^{\left(s_{1}\right)} L\left(G\left(s-s_{1}\right) G\left(-s_{1}\right)^{-1}\right)$

$$
\times R\left(\sigma\left(G\left(-s_{1}\right)\right)\right)
$$

$$
\begin{equation*}
R(C) L(G(s))=L\left(\sigma(C) G \sigma(C)^{-1}\right) R(C) \tag{113}
\end{equation*}
$$

$\sigma L(G(s))=L(\sigma(G(s)) \sigma$,

$$
\begin{align*}
\hat{I}^{(q)} L(G(s))= & L\left(\sigma(A(s)) G(s) \sigma(A(s))^{-1} \sigma(C)^{-1}\right)  \tag{114}\\
& \times R(C) \hat{I}^{(q)} \tag{115}
\end{align*}
$$

$\sigma(\mathrm{C})=\lim _{s \rightarrow 0} \sigma(A(s)) G(s) \sigma(A(s))^{-1}$.
Now we may give the exact relations between the BZ onesoliton transformation $I_{\mathbf{B Z}}^{\left(s_{1}\right)}\left(X_{0}\right)$ and the NK transformations $\hat{I}^{(q)}\left(k_{0}, X_{0}\right)$ :

$$
\begin{align*}
\sigma I_{\mathrm{BZ}}^{\left(s_{1}\right)}\left(X_{0}\right) \sigma= & R\left(\sigma\left(A\left(-s_{1}\right)^{-1}\right) L\left(A\left(-s_{1}\right) A\left(s-s_{1}\right)^{-1}\right)\right. \\
& \times \tilde{I}_{2}^{\left(-s_{1}\right)} \hat{I}^{(q)}\left(k_{0}, X_{0}\right) \tilde{I}_{2}^{\left(s_{1}\right)} \tag{116}
\end{align*}
$$

Note that the BZ one-soliton transformation is singular at $s_{1}=0$ and $s=s_{1}$. The $\operatorname{SL}(n, R)$ factor and the gauge transformation removes the singularities so that $\tilde{I}_{2}{ }^{\left(-s_{1}\right)} \tilde{I}^{(q)} \tilde{I}_{2}{ }^{\left(s_{1}\right)}$ is regular at these points. Aside from these factors, we may think of $\hat{I}^{(q)}$ as the basic one-soliton transformation while
$\tilde{I}_{2}{ }^{\left(s_{1}\right)}$ merely translates the position of the pole in the $s$ plane.
Because of Eq. (110), we have only to consider the case $k_{0}=1$. We shall therefore set $k_{0}=1$ and omit $k_{0}$ from the arguments of $\hat{I}^{(q)}$. As we have noted in the previous section, $I^{(q)}\left(X_{0}\right)$ is involutive

$$
I^{(q)}\left(X_{0}\right)^{2}=1
$$

On the other hand, $\hat{I}^{(q)}\left(X_{0}\right)$ can be raised to any power. We shall first show that it is enough to consider the rank one case, i.e., $q=1$. We shall omit the superscript $q$ from $\hat{I}^{(q)}$ when the rank of $X_{0}$ is clear or is irrelevant.

Let us consider two successive rank one $\hat{I}$ transformations. Recall that $Q=\sigma(G) G^{-1}$ from Eq. (15). We shall choose a gauge so that $G$ satisfies

$$
\begin{equation*}
\left(1-P_{0}\right) G P_{0}=0 \tag{117}
\end{equation*}
$$

which implies
$\left(1-P_{0}\right) G^{-1} P_{0}=0, \quad P G=G P_{0}, \quad G^{-1} P=P_{0} G^{-1}$.

In proving these, we used the identity

$$
\begin{equation*}
\left(X_{0}^{T} X_{0}\right)^{-1}\left(X_{0}^{T} G X_{0}\right)\left(X_{0}^{T} X_{0}\right)^{-1}=\left(X_{0}^{T} G^{-1} X_{0}\right)^{-1} \tag{119}
\end{equation*}
$$

which is valid in this gauge.
Equation (88) implies that we may choose

$$
\begin{align*}
G_{I}=Y G= & \left(1-P_{0}\right) \sigma(G)\left(1-P_{0}\right)+(\tau / 2) P_{0} \sigma(G) P_{0} \\
& +P_{0} R_{0}\left(1-P_{0}\right) \sigma(G)\left(1-P_{0}\right) \tag{120}
\end{align*}
$$

which again is in the gauge of Eq. (117). The NK transformation given by Eq. (82) can now be expressed as

$$
\begin{equation*}
U_{\hat{I}} G_{\hat{I}}=\sigma(A(s))(U G)\left(1-P_{0}+\frac{\gamma-1}{\gamma+1} P_{0}\right) \tag{121}
\end{equation*}
$$

Now consider two $\hat{I}$ transformations denoted as $\hat{I}_{1}, \hat{I}_{2}$ with the corresponding projection operators $P_{01}, P_{02}$ satisfying

$$
\begin{equation*}
P_{01} P_{02}=P_{02} P_{01}=0 \tag{122}
\end{equation*}
$$

so that $P_{01}+P_{02}$ is a rank-2 projection operator.
From Eq. (120), we find that

$$
\begin{align*}
G_{\hat{I}_{1}}= & \left(1-P_{01}\right) G\left(1-P_{01}\right)+(2 / \tau)\left(1-P_{01}\right) \widetilde{R}_{0} G P_{01} \\
& +(2 / \tau) P_{01} G P_{01} . \tag{123}
\end{align*}
$$

In order to apply Eq. (121), $G_{\hat{I}_{1}}$ has to be chosen in the gauge

$$
\begin{equation*}
\left(1-P_{02}\right) G_{\hat{I}_{1}} P_{02}=\left(1-P_{01}-P_{02}\right) G P_{02}=0 \tag{124}
\end{equation*}
$$

This can always be done and we find

$$
\begin{equation*}
\hat{I}\left(P_{02}\right) \hat{I}\left(P_{01}\right)=\hat{I}\left(P_{01}+P_{02}\right) \tag{125}
\end{equation*}
$$

The iterations can be continued. We have to choose $G$ to satisfy

$$
\begin{equation*}
\left(1-\sum_{i=1}^{m} P_{0 i}\right) G P_{0 m}=0 \quad \forall m=1, \ldots, n-1 \tag{126}
\end{equation*}
$$

Let $e_{i}$ be an orthonormal basis for $R^{n}$ and $P_{0 i}=e_{i} e_{i}^{T}$. In this basis, $G$ satisfies Eq. (126) if and only if it is upper triangular. Carrying out $n-1$ iterations we find

$$
\begin{align*}
& \hat{I}\left(e_{n}\right) \cdots \hat{I}\left(e_{1}\right)(U G)=(\lambda / 2 s \tau) U G  \tag{127}\\
& \hat{I}\left(e_{n}\right) \cdots \hat{I}\left(e_{1}\right)(\widetilde{U} G)=(2 s \tau / \lambda) \widetilde{U} G
\end{align*}
$$

The factor ( $\lambda / 2 s \tau$ ) can be renormalized away. It appears
because we have not carried out the proper renormalization in the formulas (82) and (87), but this can always be done in the last step of successive transformations. With this in mind, we can write Eqs. (125) and (127) as

$$
\begin{align*}
& \hat{I}\left(e_{i}\right) \hat{I}\left(e_{j}\right)=\hat{I}\left(e_{j}\right) \hat{I}\left(e_{i}\right)=\hat{I}\left(e_{i} e_{j}\right), \quad i \neq j  \tag{128}\\
& \hat{I}\left(e_{n}\right) \cdots \hat{I}\left(e_{1}\right)=1 \tag{129}
\end{align*}
$$

Note that we have used $e_{i}$ to represent $P_{0 i}$ and $e_{i} e_{j}$ to represent $P_{0 i}+P_{0 j}$. In general we shall use $e_{i} \cdots e_{j}$ to represent the projection operator on to the subspace spanned by $e_{i}, \ldots, e_{i}$. Combining Eqs. (111), (128), and (129) we find

$$
\begin{equation*}
\hat{I}\left(e_{i}\right)^{-1}=\sigma \hat{I}\left(e_{i}\right) \sigma=\hat{I}\left({ }^{*} e_{i}\right), \tag{130}
\end{equation*}
$$

where

$$
\begin{equation*}
{ }^{*} e_{i}=e_{1} \ldots e_{i-1} e_{i+1} \ldots e_{n} . \tag{131}
\end{equation*}
$$

It is clear that the transformations

$$
\left(\hat{I}\left(e_{i}\right)\right)^{m}, \quad m \in Z
$$

are the basic ingredients of soliton transformations. Defining

$$
\begin{equation*}
I_{m}\left(e_{i}\right)=\sigma\left(\hat{I}\left(e_{i}\right)\right)^{m}, \quad m \in Z \tag{132}
\end{equation*}
$$

we find easily that

$$
\begin{equation*}
I_{m}\left(e_{i}\right)^{2}=1, \quad m \in Z \tag{133}
\end{equation*}
$$

The explicit formulas for $\hat{I}\left(e_{i}\right)^{m}$ and $I_{m}\left(e_{i}\right)$ are quite complicated. They are still under investigation. On the other hand, although the BZ soliton transformations have singularities on the $s$ plane, their iterations for any number of times are relatively easy to write down. These formulas are derived in a subsequent work. ${ }^{21}$

## VI. DISCUSSION

In this work, we first established that finding the metric tensor satisfying vacuum Einstein equations in $4+K$ dimensions and admitting $2+K$ commuting Killing vectors is equivalent to solving a generalized nonlinear sigma model. We then derived the formulas for $B Z$ one-soliton transformations with proper normalization and with a formula for the conformal factor $f$ appearing in Eq. (3). These formulas can be iterated an arbitrary number of times. The result is given in a subsequent work. From BZ one-soliton transformations, we derived a series of involutive transformations $I^{(q)}\left(X_{0}\right)$ generalizing the NK transformation in the fourdimensional case. The accompanying transformations $\hat{I}\left(e_{i}\right)$ are shown to form the basic ingredients of $B Z$ soliton transformations. The spectral dependence of the $B Z$ soliton transformations is generated by conjugating $\hat{I}\left(e_{i}\right)$ with the dual symmetry transformation $\tilde{I}_{2}{ }^{(s)}$.

As we mentioned in Sec. III, given a solution of the sigma model, new solutions can be generated by the method of dressing proposed by Zakharov and Shabat. ${ }^{12}$ Finding the dressing matrix is equivalent to solving the matrix Rie-mann-Hilbert problem. The general solution of the dressing matrix can be written in two parts. The first part arises from solving the regular Riemann-Hilbert problem, which amounts to solving a singular integral equation. The second part is the pure solitonic part, which arises from solving the singular Riemann-Hilbert problem and can be obtained by a
purely algebraic method. It is known that in the four-dimensional case, all solutions can be generated from the trivial solution in this way. ${ }^{15}$ It is believed that this continues to be true in the higher-dimensional case. One interesting question is whether one can solve the singular integral equation and obtain the "continuum" part of the solution also by a purely algebraic method. The answer is believed to be yes but the actual construction of finite transformations is usually difficult.

The solution space decomposes into sectors labeled by soliton numbers. It is believed that an infinite dimensional Lie group acts on the vacuum sector and the corresponding Lie algebra is a Kac-Moody algebra. ${ }^{22}$ Except in the fourdimensional case, the derivation is based on infinitesimal Riemann-Hilbert transformations, which is not practically useful since we do not know how to solve matrix singular integral equations in close form except in special cases. On the other hand, elements of the group are easily written down in terms of soliton transformations. For example, $I_{m}\left(e_{i}\right) \tilde{I}_{2}{ }^{(s)} I_{m}\left(e_{i}\right)$ gives infinitely many (labeled by $m$ ) one parameter ( $s$ ) families of group elements. Investigation of the group structure along this direction is in progress.
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The solutions of vacuum Einstein equations in $4+K$ dimensions with $2+K$ commuting Killing vectors under the Abelian Kaluza-Klein ansatz are considered. This system admits Belinskii-Zakharov-type soliton transformations. The explicit formulas for general N -soliton transformations are obtained by iterating the formulas for the one-soliton transformation.

## I. INTRODUCTION

In a previous work, ${ }^{1}$ which we shall refer to as paper I in the following, we showed that the vacuum Einstein equations in $4+K$ dimensions under the Abelian Kaluza-Klein ansatz and the assumption of axial symmetry separate into two sets. The main set is equivalent to a generalized nonlinear sigma model ${ }^{2}$ so that the well-known method of Belins-kii-Zakharov (BZ) ${ }^{3,4}$ can be applied to obtain the soliton transformations. The one-soliton transformation is worked out in detail in I and the results lead us to a series of new discrete symmetries ${ }^{5}$ generalizing the Neugebauer-Kramer mapping. ${ }^{6}$ In principle, the $N$-soliton transformations can be obtained by iterating the one-soliton transformation. It is sometimes desirable, however, to have explicit expressions for the general $N$-soliton transformations. In the four-dimensional case ( $K=0$ ), this had been worked out by Belin-skii-Zakharov ${ }^{4}$ for $N$ rank-1 soliton transformations. Here, we generalize their results to $4+K$ dimensions and for general $N$-soliton transformations of arbitrary ranks. These formulas can then be applied to flat background, to Weyl solutions ${ }^{7}$ generalized to higher dimensions, or to other known solutions. This will be discussed in a subsequent work.

Our notations follow those of paper I. In Sec. II, we shall first recall the formulas for a one-soliton transformation and then derive the formulas for a two-soliton transformation. This is because two-soliton transformations can preserve both reality and asymptotic flatness ${ }^{8}$ and hence are particularly useful. The derivation also shows that two successive one-soliton transformations commute (permutation theorem ). Moreover, it prepares us for the derivation of general $N$-soliton transformations in Sec. III where we give the results and prove them by induction.

## II. TWO-SOLITON TRANSFORMATIONS

The metric in $4+K$ dimensions under the Abelian Ka-luza-Klein ansatz and the assumption of axial symmetry can be written as

$$
\begin{equation*}
d \bar{s}^{2}=f\left(d \rho^{2}+d z^{2}\right)+Q_{\bar{a} \bar{b}}^{1} d x^{\bar{a}} d x^{\bar{b}}, \quad \bar{a}=\bar{\mu}, a \tag{1}
\end{equation*}
$$

where $Q_{\bar{a} \bar{b}}$ is a symmetric $n \times n$ matrix $(n=K+2)$ given in (I.16). Here $f$ and $Q$ depends on $\rho$ and $z$ only. Moreover,

$$
\begin{equation*}
\operatorname{det} Q^{-1}=-\tau^{2} \tag{2}
\end{equation*}
$$

where $\square \tau=0$. Instead of $f$, we shall often use the determinant $\bar{g}$ of the total metric tensor $\bar{g}_{A B}$, which is related to $f$ by

$$
\begin{equation*}
\bar{g}=\tau^{2} f^{2} \tag{3}
\end{equation*}
$$

Given a solution $Q, \bar{g}$, we can generate new solutions by solving the linearized equations

$$
\begin{align*}
& \partial_{\xi} U(\cdot ; s)=\tau^{-1}\left(1+\gamma^{-1}\right) U(\cdot ; s) J_{\xi}  \tag{4}\\
& \partial_{\eta} U(\cdot ; s)=\tau^{-1}(1+\gamma) U(\cdot ; s) J_{\eta}
\end{align*}
$$

where $\xi, \eta$ are $z-i \rho, z+i \rho$, respectively, and $\gamma$ is a given function of $\xi, \eta, s$ defined in (I.29). The new solution obtained by a one-soliton transformation is given by $Q_{1}, \bar{g}_{1}, U_{1}(\cdot ; s)$,

$$
\begin{array}{rl}
U_{1}(\because ; s)=\left(\frac{\lambda-\lambda_{1}}{\lambda-\mu_{1}}\right)^{q_{1} / n} U(\cdot ; s)\left(1-P_{1}+\frac{\lambda-\mu_{1}}{\lambda-\lambda_{1}} P_{1}\right) \\
Q_{1}=\left(\frac{\lambda_{1}}{\mu_{1}}\right)^{q_{1} / n} & Q\left(1-P_{1}+\frac{\mu_{1}}{\lambda_{1}}\right) P_{1} \\
\left(-\bar{g}_{1}\right)^{1 / 2} \doteq & (-\bar{g})^{1 / 2} \tau^{q_{1}\left(n-q_{1}+2\right) / n} \lambda_{1}^{2 q_{1}\left(n-q_{1}-1\right) / n} \\
& \times\left(\tau^{2}-\lambda_{1}^{2}\right)^{q_{1}\left(2 q_{1}-n\right) / n} \\
& \times \operatorname{det}\left(\frac{1}{\tau^{2}-\lambda_{1}^{2}} X_{1}^{T} Q X_{1}\right) \tag{7}
\end{array}
$$

In these formulas, $P_{1}$ is a projection operator

$$
\begin{equation*}
P_{1}=X_{1}\left(X_{1}^{T} Q X_{1}\right)^{-1} X_{1}^{T} Q \tag{8}
\end{equation*}
$$

with

$$
\begin{equation*}
X_{1}=U\left(\cdot ; s_{1}\right)^{-1} X_{1}^{(0)} \tag{9}
\end{equation*}
$$

Here $X_{1}{ }^{(0)}$ is an arbitrary constant $n \times q_{1}$ matrix of rank $q_{1}$; and $s_{1}$ is a complex parameter and is related to $\lambda_{1}$ in the same way $s$ is related to $\lambda$ as given in Eq. (I.26). Finally, $\mu_{1}=\tau^{2} /$ $\lambda_{1}$ is the value of $\lambda_{1}$ on the second sheet of $s$.

Note that $P_{1}$ can also be written as

$$
\begin{align*}
P_{1}= & U\left(;_{1}\right)^{-1} X_{1}^{(0)}\left(X_{1}^{(0) T} Q^{\left(s_{1}\right)} X_{1}^{(0)}\right)^{-1} \\
& \times X_{1}^{(0) T} Q^{\left(s_{1}\right)} U\left(\cdot ; s_{1}\right) \tag{10}
\end{align*}
$$

where

$$
\begin{equation*}
Q^{\left(s_{1}\right)}=\sigma\left(U\left(\cdot ; s_{1}\right)\right) Q U\left(\cdot ; s_{1}\right)^{-1} \tag{11}
\end{equation*}
$$

with $\sigma$ being the involutive automorphism defined in (I.14).
Now we can iterate Eqs. (5)-(7) one more time to obtain a new solution $Q_{2}, \bar{g}_{2}$, and $U_{2}(\cdot ; s)$ depending on the parameters $X_{1}{ }^{(0)}, X_{2}{ }^{(0)}, s_{1}, s_{2}$, where $X_{2}^{(0)}$ is an arbitrary $n \times q_{2}$ constant matrix of rank $q_{2}$.

The first step is to construct $Q_{1}{ }^{\left(s_{2}\right)}$ and $P_{2}$ following Eqs. (10) and (11). We find

$$
\begin{equation*}
Q_{1}^{\left(s_{2}\right)}=\left(\frac{\lambda_{1}}{\mu_{1}}\right)^{q_{1} / n}\left(\frac{\lambda_{2}-\mu_{1}}{\lambda_{2}-\lambda_{1}}\right)^{2 q_{1} / n} \sigma\left(U\left(\cdot ; s_{2}\right)\right) \widetilde{Q}_{1} U\left(\cdot ; s_{2}\right)^{-1} \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
\widetilde{Q}_{1}= & Q-\left(\tau^{2}-\lambda_{2}^{2}\right) Q\left(\frac{1}{\tau^{2}-\lambda_{1} \lambda_{2}} X_{1}\right) \\
& \times\left(\frac{1}{\tau^{2}-\lambda_{1}^{2}} X_{1}^{T} Q X_{1}\right)^{-1}\left(X_{1}^{T} \frac{1}{\tau^{2}-\lambda_{1} \lambda_{2}}\right) Q \tag{13}
\end{align*}
$$

and

$$
\begin{align*}
P_{2}= & \left(1-P_{1}+\frac{\lambda_{2}-\lambda_{1}}{\lambda_{2}-\mu_{1}} P_{1}\right) X_{2}\left(X_{2}^{T} \widetilde{Q}_{1} X_{2}\right)^{-1} \\
& \times X_{2}^{T} \widetilde{Q}_{1}\left(1-P_{1}+\frac{\lambda_{2}-\mu_{1}}{\lambda_{2}-\lambda_{1}} P_{1}\right) \tag{14}
\end{align*}
$$

with

$$
\begin{equation*}
X_{2}=U\left(\cdot ; s_{2}\right)^{-1} X_{2}^{(0)} . \tag{15}
\end{equation*}
$$

$$
S^{-1}=\left[\begin{array}{ll}
\left(S_{11}\right)^{-1}+\left(S_{11}\right)^{-1} S_{12}\left(\tilde{S}_{22}\right)^{-1} S_{21}\left(S_{11}\right)^{-1}, & -\left(S_{11}\right)^{-1} S_{12}\left(\tilde{S}_{22}\right)^{-1}  \tag{18}\\
-\left(\tilde{S}_{22}\right)^{-1} S_{21}\left(S_{11}\right)^{-1}, & \left(\tilde{S}_{22}\right)^{-1}
\end{array}\right]
$$

where

$$
\begin{equation*}
\tilde{S}_{22}=S_{22}-S_{21}\left(S_{11}\right)^{-1} S_{12} \tag{19}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\operatorname{det} S=\operatorname{det} S_{11} \cdot \operatorname{det} \tilde{S}_{22} \tag{20}
\end{equation*}
$$

The proof of the first part of the lemma is by straightforward computation. For the second part, we observe that $S_{21}$ can be made to vanish by multiplying on the left with the matrix

$$
\left[\begin{array}{ll}
1_{n_{1} \times n_{1}}, & 0 \\
-S_{21}\left(S_{11}\right)^{-1}, & l_{n_{2} \times n_{2}}
\end{array}\right],
$$

which does not change its determinant.
Applying this lemma to $\Sigma_{2}$ and recall the definition of $\widetilde{Q}_{1}$ in Eq. (13), we easily see that the determinant in Eq. (16) is just det $\Sigma_{2}$. Putting everything together, we get

$$
\begin{align*}
\left(-\bar{g}_{2}\right)^{1 / 2} \doteq & (-\bar{g})^{1 / 2} \tau^{N_{2}\left(n-N_{2}+2\right) / n}\left(\frac{\tau^{2}-\lambda_{1} \lambda_{2}}{\lambda_{1}-\lambda_{2}}\right)^{2 q_{1} q_{2} / n} \\
& \times \prod_{i=1}^{2}\left[\lambda_{i}^{2 q_{i}\left(n-q_{i}-1\right) / n}\left(\tau^{2}-\lambda_{i}^{2}\right)^{q_{i}\left(2 q_{i}-n\right) / n}\right]  \tag{25}\\
& \cdot \operatorname{det} \Sigma_{2} \tag{21}
\end{align*}
$$

where $N_{2}=q_{1}+q_{2}$.
Now we are ready to compute $U_{2}(\cdots ; s)$. For this, we have to compute

$$
\begin{equation*}
\left(1-P_{1}+\frac{\lambda-\mu_{1}}{\lambda-\lambda_{1}} P_{1}\right)\left(1-P_{2}+\frac{\lambda-\mu_{2}}{\lambda-\lambda_{2}} P_{2}\right) \tag{22}
\end{equation*}
$$

Since the form of $P_{2}$ suggests that $\Sigma_{2}^{-1}$ may play a role, it is easy to guess at the answer. We shall first introduce some notations. Let $H_{2}(\lambda), D_{2}(\lambda)$ be the diagonal matrices

Next we can construct $\bar{g}_{2}$ from Eqs. (7) and (12). This will involve the determinant

$$
\begin{equation*}
\operatorname{det}\left(\frac{1}{\tau^{2}-\lambda_{1}^{2}} X_{1}^{T} Q X_{1}\right) \operatorname{det}\left(\frac{1}{\tau^{2}-\lambda_{2}^{2}} X_{2}^{T} \widetilde{Q} X_{2}\right) \tag{12}
\end{equation*}
$$

The crucial point lies in observing that $X_{2}^{T} \widetilde{Q}_{1} X_{2}$ arises naturally in the inverse of the matrix $\Sigma_{2}$,
$\Sigma_{2}=\left[\begin{array}{cc}\frac{1}{\tau^{2}-\lambda_{1}^{2}} X_{1}^{T} Q X_{1}, & \frac{1}{\tau^{2}-\lambda_{1} \lambda_{2}} X_{1}^{T} Q X_{2} \\ \frac{1}{\tau^{2}-\lambda_{2} \lambda_{1}} X_{2}^{T} Q X_{1}, & \frac{1}{\tau^{2}-\lambda_{2}^{2}} X_{2}^{T} Q X_{2}\end{array}\right]$.
This can be seen from the following lemma.
Lemma: Let $S$ be an invertible matrix and write

$$
S=\left[\begin{array}{ll}
S_{11}, & S_{12} \\
S_{21}, & S_{22}
\end{array}\right]
$$

where $S_{11}$ is a submatrix of dimension $n_{1} \times n_{1}$ and $S_{22}$ is of dimension $n_{1} \times n_{2}$. Assume $S_{11}$ is invertible. Then

$$
\begin{align*}
& H_{2}(\lambda)=\left[\begin{array}{ll}
\left(\lambda-\lambda_{1}\right) 1_{q_{1} \times q_{1}}, & \left(\lambda-\lambda_{2}\right) 1_{q_{2} \times q_{2}}
\end{array}\right] \\
& D_{2}(\lambda)=\left[\begin{array}{ll}
\left(\tau^{2}-\lambda \lambda_{1}\right) 1_{q_{1} \times q_{1}}, & \left(\tau^{2}-\lambda \lambda_{2}\right) 1_{q_{2} \times q_{2}}
\end{array}\right] \tag{23}
\end{align*}
$$

We shall use $\hat{H}_{2}(\lambda)$ to denote the matrix obtained from $H_{2}(\lambda)$ by the replacement $\lambda_{1} \rightarrow \mu_{1}, \lambda_{2} \rightarrow \mu_{2}$. This notation will be consistently used for other matrices that depend on $i$. Similarly, we shall use $\widetilde{H}_{2}(\lambda)$ to denote the matrix obtained from $H_{2}(\lambda)$ by the replacement $\lambda \rightarrow \mu=\tau^{2} / \lambda$. This will be consistently used for other matrices that depend on $\lambda$ and is consistent with our notation that "tilde" denotes quantities on the second sheet of $s$. Now we define

$$
\begin{align*}
& \Gamma_{2}(\lambda)=-H_{2}(0) \Sigma_{2} H_{2}(\lambda)  \tag{24}\\
& \widetilde{\Gamma}_{2}(\lambda)=-H_{2}(0) \Sigma_{2} \widetilde{H}_{2}(\lambda)
\end{align*}
$$

and note that

$$
\hat{\Gamma}_{2}(\lambda)=-\hat{H}_{2}(0) \hat{\Sigma}_{2} \hat{H}_{2}(\lambda)=\Sigma_{2} D_{2}(\lambda)
$$

Also define the $n \times\left(q_{1}+q_{2}\right)$ matrix as

$$
\begin{equation*}
Y_{2}=\left[X_{1}, X_{2}\right] \tag{26}
\end{equation*}
$$

With these preparations, we can state the following theorem.
Theorem: The expression in Eq. (22) is equal to

$$
\begin{equation*}
1-Y_{2} \Gamma_{2}(\lambda)^{-1} Y_{2}^{T} Q \tag{27}
\end{equation*}
$$

so that

$$
\begin{equation*}
U_{2}(\cdot ; s)=\prod_{i=1}^{2}\left(\frac{\lambda-\lambda_{i}}{\lambda-\mu_{i}}\right)^{q_{i} / n} U(\cdot ; s)\left(1-Y_{2} \Gamma_{2}(\lambda)^{-1} Y_{2}^{T} Q\right) \tag{28}
\end{equation*}
$$

$Q_{2}=\prod_{i=1}^{2}\left(\frac{\lambda_{i}}{\mu_{i}}\right)^{q / n} Q\left(1-Y_{2} \Gamma_{2}(0)^{-1} Y_{2}^{T} Q\right)$.
Note that $Q_{2}$ is manifestly symmetric.
The proof of the theorem is by straightforward computation using Eq. (18).

Summarizing, Eqs. (28), (29), and (21) give the formulas for two-soliton transformation. It is clear that the final result is invariant under simultaneous interchange of $s_{1}, s_{2}$ and $X_{1}{ }^{(0)}, X_{2}{ }^{(0)}$. This is the permutation theorem for the BZ two-soliton transformation.

Let us also remark that if we choose $s_{2}=s_{1}$ while letting $X_{1}{ }^{(0)}, X_{2}^{(0)}$ independent so that the matrix $\left[X_{1}{ }^{(0)}, X_{2}{ }^{(0)}\right.$ ] is of $\operatorname{rank} N_{2}=q_{1}+q_{2}$, then the two-soliton transformation with ranks $q_{1}$ and $q_{2}$ reduces to a one-soliton transformation of rank $N_{2}$. This is quite obvious for Eqs. (28) and (29), while for Eq. (21), a simple computation using the relation

$$
\begin{equation*}
\lambda_{1}-\lambda_{2}=\lambda_{1}^{2}\left(\tau^{2}-\lambda_{1}^{2}\right)^{-1}\left(s_{1}-s_{2}\right)+O\left(\left(s_{1}-s_{2}\right)^{2}\right) \tag{30}
\end{equation*}
$$

proves the assertion. This shows that for multisoliton transformations, it is enough to consider only the rank-1 case. The general situation is obtained by letting some of the $s_{i}$ 's coincide.

We have presented our results in such a way that they are ready for generalization. Indeed, it is quite obvious how to generalize the definitions of the matrices $X_{2}, Y_{2}, \Sigma_{2}, H_{2}$, $D_{2}, \Gamma_{2}$, etc. to $X_{m}, Y_{m}, \ldots$, etc. for any positive integer $m$. Using these matrices, we shall give the formulas for the general $N$-soliton transformations and prove them by induction in the following section.

## III. N-SOLITON TRANSFORMATIONS

Let us state our main result as a thoerem.
Theorem: Let $Q, \bar{g}$ be a solution and let $U(\cdots ; s)$ be an integral of Eq. (4), properly normalized. Choose $m$ complex constants $s_{1}, \ldots, s_{m}$ and $m$ complex constant matrices $X_{1}{ }^{(0)}, \ldots, X_{m}{ }^{(0)}$ of ranks $q_{1}, \ldots, q_{m}$ and dimensions $n \times q_{1}, \ldots, n \times q_{m}$, respectively. Let

$$
\begin{equation*}
X_{i}=U\left(\cdots ; s_{i}\right)^{-1} X_{i}^{(0)}, \quad Y_{m}=\left[X_{1}, \ldots, X_{m}\right] \tag{31}
\end{equation*}
$$

then

$$
\begin{align*}
& Q_{m}=\prod_{i=1}^{m}\left(\frac{\lambda_{i}}{\mu_{i}}\right)^{q_{l} / n} Q\left(1-Y_{m} \Gamma_{m}(0)^{-1} Y_{m}^{T} Q\right)  \tag{32}\\
&\left(-\bar{g}_{m}\right)^{1 / 2} \doteq(-\bar{g})^{1 / 2} \tau^{N_{m}\left(n-N_{m}+2\right) / n} \\
& \times \prod_{i<j}\left(\frac{\tau^{2}-\lambda_{i} \lambda_{j}}{\lambda_{i}-\lambda_{j}}\right)^{2 q_{q} / n} \prod_{i=1}^{m} \lambda_{i}^{2 q_{i}\left(n-q_{i}-1\right) / n} \\
& \times\left(\tau^{2}-\lambda_{i}^{2}\right)^{q_{i}\left(2 q_{i}-n\right) / n} \cdot \operatorname{det} \Sigma_{m} \tag{33}
\end{align*}
$$

where $N_{m}=q_{1}+\cdots+q_{m}, \Gamma_{m}(\lambda)$, and $\Sigma_{m}$ are defined as in Eqs. (17) and (24), is also a solution. The corresponding generating function $U_{m}(\cdot ; s)$ is given by

$$
\begin{align*}
U_{m}(\because ; s)= & \prod_{i=1}^{m}\left(\frac{\lambda-\lambda_{i}}{\lambda-\mu_{i}}\right)^{q_{i} / n} U(\cdots ; s) \\
& \times\left(1-Y_{m} \Gamma_{m}(\lambda)^{-1} Y_{m}^{T} Q\right) . \tag{34}
\end{align*}
$$

Before proving the theorem, let us also define the following useful quantities:

$$
\begin{align*}
& \widetilde{Q}_{m}= Q-\left(\tau^{2}-\lambda_{m+1}^{2}\right) Q Y_{m} D_{m}^{-1}\left(\lambda_{m+1}\right) \\
& \times \Sigma_{m}^{-1} D_{m}^{-1}\left(\lambda_{m+1}\right) Y_{m}^{T} Q  \tag{35}\\
& P_{m}=\left(1-Y_{m-1} \sigma\left(\hat{\Gamma}_{m-1}\left(\lambda_{m}\right)\right) Y_{m-1}^{T} Q\right) \\
& \times X_{m}\left(X_{m}^{T} \widetilde{Q}_{m-1} X_{m}\right)^{-1} \\
& \times X_{m}^{T} \widetilde{Q}_{m-1}\left(1-Y_{m-1} \Gamma_{m-1}^{-1}\left(\lambda_{m}\right) Y_{m-1}^{T} Q\right)  \tag{36}\\
& \widetilde{U}_{m}(\cdot ; s)=\prod_{i=1}^{m}\left(\frac{\mu-\lambda_{i}}{\mu-\mu_{i}}\right)^{q_{i} / n} \\
& \times \widetilde{U}(\cdot ; s)\left(1-Y_{m} \widetilde{\Gamma}_{m}(\lambda)^{-1} Y_{m}^{T} Q\right) \tag{37}
\end{align*}
$$

Equations (35) and (36) are natural generalizations of Eqs. (13) and (14), respectively.

The theorem will be proved by induction and the main steps will be presented in a series of lemmas. Assuming the theorem is true for $m$, we shall construct $Q_{m+1}, \bar{g}_{m+1}$, and $U_{m+1}(\cdot ; s)$ by doing a one-soliton transformation. As in the two-soliton case, we first construct

$$
\begin{equation*}
Q_{m}^{\left(s_{m+1}\right)}=\sigma\left(U_{m}(\cdot ; s) \mid Q_{m} U_{m}\left(\cdot ; s_{m+1}\right)^{-1}\right. \tag{38}
\end{equation*}
$$

This requires computation of the inverse of ( $1-Y_{m} \Gamma_{m}(\lambda)^{-1} Y_{m}^{T} Q$ ). We have the following.

Lemma 1:

$$
\begin{equation*}
\left(1-Y_{m} \Gamma_{m}(\lambda)^{-1} Y_{m}^{T} Q\right)\left(1-Y_{m} \sigma\left(\hat{\Gamma}_{m}(\lambda)\right) Y_{m}^{T} Q\right)=1 \tag{39}
\end{equation*}
$$

The proof relies on the following identities:
$\Sigma_{m}^{-1} \hat{H}_{m}(\lambda)-H_{m}(\lambda) \Sigma_{m}^{-1}=\Sigma_{m}^{-1} H_{m}(0)^{-1} Y_{m}^{T} Q Y_{m} \Sigma_{m}^{-1}$,
$H_{m}(0)^{-1}=\hat{H}_{m}(\lambda) D_{m}(\lambda)^{-1}$,
which are valid for all $m$. The identity (40) is easily verified by multiplying on both sides of each term with $\Sigma_{m}$ and computing the $i j$ th block while identity (41) follows from the definitions. A simple computation then shows that Lemma 1 is true.

Next we show the following.
Lemma 2:

$$
\begin{equation*}
\widetilde{U}_{m}(\cdot ; s)=\sigma\left(U_{m}(\cdot ; s)\right) Q_{m} \tag{42}
\end{equation*}
$$

or, equivalently,

$$
\begin{align*}
& \left(1-Y_{m} \hat{\Gamma}_{m}(\lambda)^{-1} Y_{m}^{T} Q\right)\left(1-Y_{m} \Gamma_{m}(0)^{-1} Y_{m}^{T} Q\right) \\
& \quad=1-Y_{m} \widetilde{\Gamma}_{m}(\lambda)^{-1} Y_{m}^{T} Q \tag{43}
\end{align*}
$$

The proof is again a simple computation using the transpose of the identity (40).

Substituting Eq. (42) into Eq. (38) and using Eq. (37), we can identify $\widetilde{\boldsymbol{Q}}_{m}$.

Lemma 3:

$$
\begin{align*}
\widetilde{Q}_{m}= & Q\left(1-Y_{m} \widetilde{\Gamma}_{m}\left(\lambda_{m+1}\right)^{-1} Y_{m}^{T} Q\right) \\
& \times\left(1-Y_{m} \sigma\left(\hat{\Gamma}_{m}\left(\lambda_{m+1}\right)\right) Y_{m}^{T} Q\right) \tag{44}
\end{align*}
$$

or, equivalently,

$$
\begin{align*}
& \left.\left(1-Y_{m} \tilde{\Gamma}_{m}(\lambda)^{-1} Y_{m}^{T} Q\right)\left(1-Y_{m} \sigma \hat{\Gamma}_{m}(\lambda)\right) Y_{m}^{T} Q\right) \\
& \quad=1-\left(\tau^{2}-\lambda^{2}\right) Y_{m} D_{m}(\lambda)^{-1} \Sigma_{m}^{-1} D_{m}(\lambda)^{-1} Y_{m}^{T} Q . \tag{45}
\end{align*}
$$

This is also easily verified using the identity (40).
Now $Q_{m}{ }^{\left(s_{m+1}\right)}$ can be expressed in terms of $\widetilde{Q}_{m}$. It is then easy to see that Eq. (36), when replacing $m$ by $m+1$, gives the correct formula for $P_{m+1}$. With $P_{m+1}$, we can now compute $U_{m+1}(\cdot ; s)$. As in the two-soliton case, we first establish the relations.

Lemma 4: The $(m+1),(m+1)$ block of $\Sigma_{m+1}^{-1}$ is $\left[\Sigma_{m+1}^{-1}\right]_{m+1, m+1}=\left(\tau^{2}-\lambda_{m+1}^{2}\right)\left(X_{m+1}^{T} \widetilde{Q}_{m} X_{m+1}\right)^{-1}$
and
$\operatorname{det} \Sigma_{m+1}=\operatorname{det} \Sigma_{m} \cdot \operatorname{det}\left(\frac{1}{\tau^{2}-\lambda_{m+1}^{2}} X_{m+1}^{T} \widetilde{Q}_{m} X_{m+1}\right)$.

The proof follows from the definition of $\widetilde{Q}_{m}$ in Eq. (35) and the lemma of the last section, i.e., Eqs. (18) and (19).

Now we can compute $\bar{g}_{m+1}$ using the induction hypothesis equation (33), the formula for one-soliton transformation equation (7), and the formula for $Q_{m}{ }^{\left(s_{m+1}\right)}$. The straightforward computation proves the theorem for $\overline{\boldsymbol{g}}_{m+1}$.

Finally to complete the construction of $U_{m+1}(\cdot ; s)$, we have the following.

Lemma 5:

$$
\begin{gather*}
\left(1-Y_{m} \Gamma_{m}(\lambda)^{-1} Y_{m}^{T} Q\right)\left(1-P_{m+1}+\frac{\lambda-\mu_{m+1}}{\lambda-\lambda_{m+1}} P_{m+1}\right) \\
\quad=1-Y_{m+1} \Gamma_{m+1}(\lambda)^{-1} Y_{m+1}^{T} Q \tag{48}
\end{gather*}
$$

or, equivalently,
$1-Y_{m} \Gamma_{m}(\lambda)^{-1} Y_{m}^{T} Q=\prod_{i=1}^{m}\left(1-P_{i}+\frac{\lambda-\mu_{i}}{\lambda-\lambda_{i}} P_{i}\right) \quad \forall m$.

The proof of Lemma 5 is quite straightforward. We expand both sides of the equation. When expanding the righthand side, we use the lemma of the last section to separate $\Sigma_{m+1}^{-1}$ into the $(m+1),(m+1)$ block, $(m+1), i$ blocks, $i,(m+1)$ blocks, and the rest. Then one collects terms and shows that the two sides are equal.

With this lemma, the theorem for $U_{m+1}, Q_{m+1}$ is easily established.

## IV. DISCUSSION

There are other ways to obtain the formulas for general N -soliton transformations than to iterate the one-soliton transformation. For example, one may use the method of soliton correlation matrix introduced by Harnad et al. ${ }^{9}$ However, in those approaches, it is usually difficult to obtain the correct normalization and to obtain the formula for $\bar{g}_{m}$. What we have achieved is essentially to provide a series of identities so that the different approaches can be bridged.

In this respect, it is perhaps appropriate to mention that our $\Gamma(\lambda)^{-1}$ forms the backbone of the soliton correlation matrix of Ref. 9 consequently generalizing their construction for sigma models to the present case. ${ }^{2}$

We should also mention that a lot of work has been done in the four-dimensional case as referred to in I. In particular, BZ had worked out the general $N$ successive rank-1 soliton transformations in four dimensions in their original works. ${ }^{4}$

As explained in I, our interest in the soliton transformation stems partly from the possibility of using them to generate solutions in the vacuum sector. This can be achieved by letting the $s$-plane poles in the BZ soliton transformations coincide and at the same time taking suitable limits of $X_{i}^{(0)}$ associated with each pole. An example of this in the fourdimensional case is given in Ref. 10 where a confluent double soliton transformation was carried out. The higher-dimensional case is much more complicated and is currently under investigation.
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#### Abstract

The Einstein perfect-fluid equations for a fluid with "energy density $\epsilon=$ pressure $p+$ constant" equation of state are considered $a b$ initio for space-times with two hypersurface orthogonal, spacelike, commuting Killing fields. Gauge conditions compatible with the field equations are imposed while the fluid is described by means of a stream potential. Contrary to the vacuum Einstein equations, the gauge functions cannot be specified in early stages of the analysis. Instead, the problem is described by a system of five (coupled) partial differential equations for the two gauge functions, the conformal factor of the two-dimensional geometry orthogonal to the two Killing fields, a scalar determining the norms of the Killing fields, and the stream potential of the fluid. It is remarkable that the last two scalars satisfy conjugate equations in the sense that each of them is a potential for the other. By using this conjugation, a subcase of the problem is eventually reduced to a system of two highly nonlinear equations for the two gauge functions. This system is explicitly solved, leading to three distinct families of solutions. To complete the solution for each family one has to solve a second-order, linear, hyperbolic equation and perform certain quadratures.


## I. INTRODUCTION

One can possibly say with some confidence that in the last ten years the vacuum Einstein equations with two commuting Killing fields have been put under control. And one clear message from all this effort is that whatever progress can be made in studying the vacuum Einstein equations, it can also be readily achieved for the Einstein-Maxwell electrovacuum equations.

Another equally interesting generalization would be to treat the Einstein-hydrodynamic equations for the gravitational field coupled with a perfect fluid. Here the message is different, namely that the perfect fluid equations are much more difficult, and rumor has it that while the Einstein and the Maxwell equations are God-given, the perfect-fluid equations are man-made.

Two particular cases distinguish themselves as "easy" among the perfect-fluid solutions with two commuting Killing fields. The stationary axisymmetric dust (pressure $p=0$ ) solutions ${ }^{1}$ and the perfect fluids with two spacelike Killing fields and a stiff (energy density $\epsilon=p$ ) equation of state. ${ }^{2}$ In the latter case, in fact, the equations reduce ${ }^{3,4}$ to the vacuum Einstein equations and to a linear second-order partial differential equation for the "stream potential" of the fluid; and the two problems can be solved independently. Except for these two cases, essentially all the other known perfect-fluid solutions ${ }^{2,5}$-and they are not that manywith two commuting Killing fields have been obtained by making the additional requirement that the space-time also admits a Killing tensor (or imposing some other algebraic condition on the curvature), thus obtaining an overdetermined system of equations. But then there is no control on the form of the equation of state that the fiuid satisfies and, to no one's surprise, it usually turns out to be unphysical.

Our far-reaching objective is to change this unsatisfactory situation in perfect fluids. And as a small step forward in that direction, we report in this paper a method for studying and solving perfect fluids with two spacelike, hypersur-
face orthogonal Killing fields satisfying the simplest less-than-extremely-relativistic equation of state,

$$
\begin{equation*}
\epsilon=p+k, \quad k=\text { const } . \tag{1}
\end{equation*}
$$

Three families of solutions, each enjoying the freedom of the solutions of a second-order linear hyperbolic equation, are obtained.

There is more in our objective than gaining experience and obtaining solutions with perfect fluids. Solutions with two spacelike and hypersurface orthogonal Killing fields describe inhomogeneous cosmological models as well as the interaction region resulting from the collision of two plane gravitational and hydrodynamic waves with linear polarizations. ${ }^{6,7}$ Recently we have shown ${ }^{4}$ that the collision of massless dust may result in the creation of a massive fluid which satisfies the extremely relativistic $\epsilon=p$ equation of state. What we would like in a next step, therefore, would be to consider a collision resulting in the creation of a massive fluid with the simplest, but not extremely relativistic, equation of state $\epsilon=p+$ const. Since we are mainly interested, at this stage, in learning how to deal with more involved, predetermined equations of state, we decided to put aside the additional complications arising from failing to assume that the two Killing fields are hypersurface orthogonal. We plan to return to this problem by considering particular solutions of the three families obtained in Sec. V and studying their physical interpretations.

## II. THE HYDRODYNAMIC EQUATIONS

For space-times with two spacelike commuting and hypersurface orthogonal Killing fields the metric is of the form ${ }^{8}$

$$
\begin{align*}
(d s)^{2}= & e^{2 v}\left(d x^{0}\right)^{2}-e^{2 \psi}\left(d x^{1}\right)^{2} \\
& -e^{2 \mu_{2}}\left(d x^{2}\right)^{2}-e^{2 \mu_{3}}\left(d x^{3}\right)^{2} \tag{2}
\end{align*}
$$

where $\partial / \partial x^{1}$ and $\partial / \partial x^{2}$ are the two Killing fields and $v, \psi$, $\mu_{2}$, and $\mu_{3}$ are functions of $x^{0}$ and $x^{3}$ only. The metric satisfies
the Einstein and the hydrodynamic equations for a perfect fluid described by

$$
\begin{equation*}
T^{i j}=(\epsilon+p) u^{i} u^{j}-p g^{i j} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{i j} u^{i} u^{j}=1 \tag{4}
\end{equation*}
$$

[signature $(+---)$ ]. Compatibly with the existence of the two Killing fiels we assume that the only nonvanishing components of the four-velocity of the fluid are $u^{0}$ and $u^{3}$ and that these components as well as $\epsilon$ and $p$ depend only on $x^{0}$ and $x^{3}$.

First we consider the hydrodynamic equations. ${ }^{4}$ The conservation of the energy-momentum $T^{i j}{ }_{; j}=0$ gives

$$
\begin{align*}
& (\epsilon+p) u_{; j}^{i} u^{j}+u^{i}\left[u^{j}(\epsilon+p)_{, j}\right. \\
& \left.\quad+(\epsilon+p) u_{; j}^{j}\right]-g^{i j} p_{, j}=0, \tag{5}
\end{align*}
$$

which contracted with $u_{i}$ becomes

$$
\begin{equation*}
u^{j} \epsilon_{, j}+(\epsilon+p) u_{; j}^{j}=0 \tag{6}
\end{equation*}
$$

Expressed in terms of ordinary derivatives the last equation gives

$$
\begin{equation*}
u^{j} \epsilon_{, j}+[(\epsilon+p) / \sqrt{-g}]\left[\sqrt{-g} u^{j}\right]_{, j}=0 \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
\sqrt{-g}=e^{\nu+\psi+\mu_{2}+\mu_{3}} \tag{8}
\end{equation*}
$$

We introduce the orthonormal tetrad

$$
\begin{array}{ll}
\omega^{(0)}=e^{\nu}\left(d x^{0}\right), & \omega^{(1)}=e^{\psi}\left(d x^{1}\right) \\
\omega^{(2)}=e^{\mu_{2}}\left(d x^{2}\right), & \omega^{(3)}=e^{\mu_{3}}\left(d x^{3}\right) \tag{9}
\end{array}
$$

and use the tetrad components $u_{(0)}$ and $u_{(3)}$ of the fourvelocity, related to the tensor components by

$$
\begin{equation*}
u^{(0)}=u_{(0)}=e^{v} u^{0}=e^{-v} u_{0} \tag{10}
\end{equation*}
$$

and

$$
u^{(3)}=-u_{(3)}=e^{\mu_{3}} u^{3}=-e^{-\mu_{3}} u_{3}
$$

Eq. (4) then reads

$$
\begin{equation*}
u_{(0)}^{2}-u_{(3)}^{2}=1 \tag{11}
\end{equation*}
$$

We expand Eq. (7) and we express it in terms of the tetrad components of the four-velocity of the fluid. We get
$e^{-v} u_{(0)} \epsilon_{, 0}-e^{-\mu_{3}} u_{(3)} \epsilon_{3}+(\epsilon+p) e^{-\left(v+\psi+\mu_{2}+\mu_{3}\right)}$

$$
\begin{equation*}
\times\left\{\left[e^{\psi+\mu_{2}+\mu_{3}} u_{(0)}\right]_{, 0}-\left[e^{\nu+\psi+\mu_{2}} u_{(3)}\right]_{, 3}\right\}=0 \tag{12}
\end{equation*}
$$

## A. Assumption that the fluid statisfles an equation of state

Without specifying it, we now assume that the fluid satisfies an equation of state, i.e., a functional relation between $\epsilon$ and $p$. We shall be describing it by the relation

$$
\begin{equation*}
\epsilon+p=f(\epsilon) \tag{13}
\end{equation*}
$$

for some unspecified function $f$. We shall also introduce

$$
\begin{equation*}
\ln f_{1}(\epsilon)=\int \frac{d \epsilon}{f(\epsilon)} \Leftrightarrow \frac{\dot{f}_{1}}{f_{1}}=\frac{1}{f} \tag{14}
\end{equation*}
$$

where, in this section, the dot denotes differentiation with respect to $\epsilon$. Either of the functions $f$ and $f_{1}$ determines uniquely the equation of state.

Equation (12) can now be written in the following two equivalent forms:
$e^{\psi+\mu_{2}+\mu_{3}} u_{(0)} \epsilon_{, 0}+f(\epsilon)\left[e^{\psi+\mu_{2}+\mu_{3}} u_{(0)}\right]_{, 0}$

$$
\begin{equation*}
-e^{v+\psi+\mu_{2}} u_{(3)} \epsilon_{, 3}-f(\epsilon)\left[e^{v+\psi+\mu_{2}} u_{(3)}\right]_{, 3}=0 \tag{15}
\end{equation*}
$$

or

$$
\begin{equation*}
\left[e^{\psi+\mu_{2}+\mu_{3}} u_{(0)} f_{1}\right]_{, 0}-\left[e^{\nu+\psi+\mu_{2}} u_{(3)} f_{1}\right]_{, 3}=0 \tag{16}
\end{equation*}
$$

Clearly, Eq. (16) is solved by introducing the "stream" potential $\phi$. Thus setting

$$
\begin{equation*}
e^{\psi+\mu_{2}+\mu_{3}} u_{(0)} f_{1}=\phi_{, 3}, \quad e^{\nu+\psi+\mu_{2}} u_{(3)} f_{1}=\phi_{, 0}, \tag{17}
\end{equation*}
$$

Eq. (16) is satisfied by virtue of the existence of $\phi$.
Next we turn to Eq. (5), which, in the presence of its contracted version (6), simplifies to

$$
\begin{equation*}
(\epsilon+p) u^{j} u_{i, j}=p_{, i}-u_{i} u^{j} p_{, j} \tag{18}
\end{equation*}
$$

expressed in tetrad components it also reads

$$
\begin{equation*}
u^{(b)} u_{(a) \mid(b)}=[1 /(\epsilon+p)]\left[p_{,(a)}-u_{(a)} u^{(b)} p_{,(b)}\right], \tag{19}
\end{equation*}
$$

where the bar denotes the intrinsic derivative, defined in Ref. 9 , p. 37 (this book will be referred to hereafter as MT). Nontrivial equations are obtained for $a=0$ and $a=3$. Expanding Eq. (19) and using the expressions for the rotation coefficients listed in MT, p. 82, Eq. (91), we obtain, respectively,

$$
\begin{align*}
& e^{-v^{\prime}} u_{(0)} u_{(0), 0}-e^{-\mu_{3}} u_{(3)} u_{(0), 3} \\
& \quad-e^{-\mu_{3}} v_{, 3} u_{(0)} u_{(3)}+e^{-v} \mu_{3,0} u_{(3)}^{2} \\
& \quad=[1 /(\epsilon+p)]\left[-e^{-v} u_{(3)}^{2} p_{, 0}+u_{(0)} u_{(3)} e^{-\mu_{3}} p_{, 3}\right] \tag{20}
\end{align*}
$$

and

$$
\begin{align*}
& -e^{-\mu_{3}} u_{(3)} u_{(3), 3}+e^{-v^{2}} u_{(0)} u_{(3), 0} \\
& +e^{-\nu} \mu_{3,0} u_{(3)} u_{(0)}-e^{-\mu_{3}} v_{3} u_{(0)}^{2} \\
& =[1 /(\epsilon+p)]\left[e^{\left.-\mu_{3} u_{(0)}^{2} p_{3,3}-u_{(3)} u_{(0)} e^{-v} p_{, 0}\right] . ~}\right. \tag{21}
\end{align*}
$$

By subtracting Eqs. (20) and (21) and dividing by $\boldsymbol{u}_{(0)}$ - $u_{(3)}$ we obtain

$$
\begin{align*}
& e^{-v} u_{(0)}\left[\ln \left(u_{(0)}-u_{(3)}\right)\right]_{, 0}-e^{-\mu_{3}} u_{(3)}\left[\ln \left(u_{(0)}-u_{(3)}\right)\right]_{, 3} \\
& \quad+e^{-\mu_{3}} v_{, 3} u_{(0)}-e^{-v} \mu_{3,0} u_{(3)} \\
& \quad=[1 /(\epsilon+p)]\left[e^{-v} u_{(3)} p_{, 0}-u_{(0)} e^{-\mu_{3}} p_{, 3}\right] \tag{22}
\end{align*}
$$

while by adding them and dividing by $u_{(0)}+u_{(3)}$ we obtain

$$
\begin{align*}
& e^{-v} u_{(0)}\left[\ln \left(u_{(0)}+u_{(3)}\right)\right]_{, 0}-e^{-\mu_{3}} u_{(3)}\left[\ln \left(u_{(0)}+u_{(3)}\right)\right]_{, 3} \\
& \quad-e^{-\mu_{3}} u_{(0)} v_{, 3}+e^{-v} \mu_{3,0} u_{(3)} \\
& \quad=[1 /(\epsilon+p)]\left[-e^{-v} p_{, 0} u_{(3)}+e^{-\mu_{3}} p_{, 3} u_{(0)}\right] \tag{23}
\end{align*}
$$

Finally, by adding Eqs. (22) and (23) we obtain
$e^{-v} u_{(0)}\left[\ln \left(u_{(0)}^{2}-u_{(3)}^{2}\right)\right], 0$

$$
\begin{equation*}
-e^{-\mu_{3}} u_{(0)}\left[\ln \left(u_{(0)}^{2}-u_{(3)}^{2}\right)\right]_{, 3}=0 \tag{24}
\end{equation*}
$$

i.e., an identity by virtue of Eq. (11). We have shown, therefore, that there are precisely two independent hydrodynamic
equations, namely, Eq. (16) and one of Eqs. (20) and (21)-we shall keep Eq. (20).

We would like to express Eq. (20) in terms of the stream potential $\phi$ introduced by Eqs. (17). We set

$$
\begin{equation*}
\mathbf{H}=e^{\mu_{3}} u_{(0)} f_{1}, \quad \boldsymbol{\theta}=e^{\mu_{3}} u_{(3)} f_{1}, \tag{25}
\end{equation*}
$$

which imply, by using Eq. (11), that

$$
\begin{equation*}
u_{(0)}=\mathbf{H} / \sqrt{\mathbf{H}^{2}-\boldsymbol{\theta}^{2}}, \quad u_{(3)}=\Theta / \sqrt{\mathbf{H}^{2}-\boldsymbol{\theta}^{2}} . \tag{26}
\end{equation*}
$$

By differentiating the first of Eqs. (25) and the equation of state (13) we get

$$
\begin{align*}
& \frac{u_{(0), 0}}{u_{(0)}}=\frac{\mathbf{H}_{0}}{\mathbf{H}}-\frac{\epsilon_{0}}{f}-\mu_{3,0} \\
& \frac{u_{(0), 3}}{u_{(0)}}=\frac{\mathbf{H}_{3}}{\mathbf{H}}-\frac{\epsilon_{, 3}}{f}-\mu_{3,3} \tag{27}
\end{align*}
$$

and

$$
\begin{equation*}
p_{, i}=(\dot{f}-1) \epsilon_{, i}, \quad i=0,3 \tag{28}
\end{equation*}
$$

Finally, by eliminating $u_{(0)}$ and $u_{(3)}$ and their derivatives from Eq. (20) we get

$$
\begin{align*}
& {\left[\Theta_{, 0}-\left(e^{\nu-\mu_{3}} \mathbf{H}\right)_{3}\right]} \\
& \quad+f^{-1}(\dot{f}-2)\left[\Theta \epsilon_{, 0}-e^{\nu-\mu_{3}} \mathbf{H} \epsilon_{, 3}\right]=0 . \tag{29}
\end{align*}
$$

## B. Assumption that the filid satisfies the equation of state, $\boldsymbol{\epsilon}=\boldsymbol{p}+$ const

$$
\begin{align*}
& \text { When } \epsilon=p+k, k=\text { const, Eq. (13) gives that } \\
& f(\epsilon)=2 \epsilon-k \tag{30}
\end{align*}
$$

and therefore $\dot{f}-2=0$. Thus the second term of Eq. (29) drops out and the hydrodynamic equation simplifies. In fact, it will be seen that it can be readily expressed solely in terms of the potential $\phi$. Thus, by using Eqs. (17) and (25) we find

$$
\begin{equation*}
\mathbf{H}=e^{-\psi-\mu_{2}} \phi_{, 3}, \quad \Theta=e^{\mu_{3}-v-\psi-\mu_{2}} \phi_{.0}, \tag{31}
\end{equation*}
$$

which, substituted in Eq. (29), give

$$
\begin{equation*}
\left[e^{\mu_{3}-\mu_{2}-\psi-v} \phi_{, 0}\right]_{, 0}-\left[e^{v-\psi-\mu_{2}-\mu_{3}} \phi_{, 3}\right]_{, 3}=0 \tag{32}
\end{equation*}
$$

We shall be referring to Eq. (32) as the stream potential
equation. Were the geometry known, the solutions of the linear equation (32) for $\phi$ would determine all the quantities of the fluid. Thus Eq. (14) gives

$$
\begin{equation*}
f_{1}=\sqrt{2 \epsilon-k}=\sqrt{\epsilon+p}, \tag{33}
\end{equation*}
$$

which, combined with Eqs. (11) and (17), gives the energy density

$$
\begin{equation*}
2 \epsilon-k=\epsilon+p=e^{-2\left(\phi+\mu_{2}\right)}\left[\phi_{, 3}^{2} e^{-2 \mu_{3}}-\phi_{0}^{2} e^{-2 v}\right] \tag{34}
\end{equation*}
$$

And then, Eq. (17) is used to determine the four-velocity of the fluid,

$$
\begin{align*}
& u_{(0)}=\left(e^{\left.-\psi-\mu_{2}-\mu_{3} / \sqrt{2 \epsilon-k}\right) \phi_{, 3},}\right.  \tag{35}\\
& u_{(3)}=\left(e^{\left.-\psi-v-\mu_{2} / \sqrt{2 \epsilon-k}\right) \phi_{, 0} .}\right.
\end{align*}
$$

## III. THE EINSTEIN EQUATIONS

The Einstein equations are most easily written in the orthonormal tetrad (9). We use (i) the orthonormal components of the Ricci tensor obtained from Eqs. (10)-(17) of Ref. 8, (ii) Eqs. (10)-(13) of Ref. 4 giving the tetrad components of the Ricci and the energy-momentum tensor, and (iii) that $G_{(a)(b)}=-2 T_{(a)(b)}$. The resulting equations are manipulated as described in Ref. 10. With the notation

$$
\begin{equation*}
\beta=\psi+\mu_{2}, \quad \chi=e^{\mu_{2}-\psi} \tag{36}
\end{equation*}
$$

we get the Einstein equations [see Ref. 4, Eqs. (19)-(23)]

$$
\begin{align*}
& {\left[e^{\mu_{3}-v}\left(e^{\beta}\right)_{, 0}\right]_{, 0}-\left[e^{\nu-\mu_{3}}\left(e^{\beta}\right)_{, 3}\right]_{, 3}=-2 k e^{\beta+v+\mu_{3}}, \text { (37) }}  \tag{37}\\
& {\left[e^{\beta+\mu_{3}-v}(\ln \chi)_{, 0}\right]_{, 0}-\left[e^{\beta+v-\mu_{3}}(\ln \chi)_{, 3}\right]_{, 3}=0,}  \tag{38}\\
& \beta_{, 0}\left(v+\mu_{3}\right)_{, 3}+\beta_{, 3}\left(v+\mu_{3}\right)_{, 0} \\
& \quad+\left[\beta_{, 0}\left(v-\mu_{3}\right)_{, 3}-\beta_{, 3}\left(v-\mu_{3}\right)_{, 0}-2 \beta_{, 03}-\beta_{, 0} \beta_{, 3}\right] \\
& \quad=\frac{\chi_{, 0} \chi_{, 3}}{\chi^{2}}-4(\epsilon+p) u_{(0)} u_{(3)} e^{\nu+\mu_{3}}, \tag{39}
\end{align*}
$$

and

$$
\begin{align*}
& 2 \beta_{, 3} e^{\nu-\mu_{3}}\left(v+\mu_{3}\right)_{, 3}+2 \beta_{, 0} e^{\mu_{3}-v}\left(v+\mu_{3}\right)_{, 0}+e^{\nu-\mu_{3}}\left[\beta_{, 3}^{2}+2 \beta_{, 3}\left(v-\mu_{3}\right)_{, 3}\right]+e^{\mu_{3}-v}\left[\beta_{.0}^{2}+2 \beta_{0}\left(\mu_{3}-v\right)_{, 0}\right] \\
& \quad=2 e^{-\beta}\left\{\left[e^{v-\mu_{3}}\left(e^{\beta}\right)_{, 3}\right]_{, 3}+\left[e^{\mu_{3}-v}\left(e^{\beta}\right)_{, 0}\right]_{, 0}\right\}+\left(1 / \chi^{2}\right)\left[e^{\nu-\mu_{3}} \chi_{, 3}^{2}+e^{\mu_{3}-v} \chi_{0,0}^{2}\right]-4(\epsilon+p)\left(u_{(0)}^{2}+u_{(3)}^{2}\right) e^{\nu+\mu_{3}} . \tag{40}
\end{align*}
$$

Equations (32), (37), (38), (39), and (40) are the basic equations of the problem. Recall that $k$ is a constant, which shall be assumed to be different from zero. The unknowns are $\phi, \beta, \chi, v$, and $\mu_{3}$ and we have the gauge freedom of choosing the coordinates $x^{0}$ and $x^{3}$.

In the vacuum, Einstein-Maxwell electrovacuum, and perfect-fluid solutions with $\epsilon=p$ equation of state, the righthand side of Eq. (37) is zero. This permits the specification of the gauge-namely the determination of $e^{\beta}$-consistently with the field equations at the very beginning, independently of $\chi, v+\mu_{3}$, and $\phi$. The complications of the problem for $k \neq 0$ arise because Eq. (37) now couples $\beta$ to $v+\mu_{3}$ and one has to consider the entire system of equations and determine $\beta, v+\mu_{3}, \chi$, and $\phi$ simultaneously.

Following the literature ${ }^{2,3}$ and compatibility with the field equations, we shall adopt the gauge condition

$$
\begin{equation*}
v=\mu_{3} \tag{41}
\end{equation*}
$$

it would correspond to adopting the Papapetrou ${ }^{9,11}$ gauge in the vacuum and electrovacuum cases. For $e^{\beta}$ we shall assume that it separates in the two coordinates $x^{0}=t$ and $x^{3}=z:$

$$
\begin{equation*}
e^{\beta}=\mathbf{A}(t) \mathbf{B}(z), \tag{42}
\end{equation*}
$$

where $\mathbf{A}=\mathbf{A}(t)$ and $\mathbf{B}=\mathbf{B}(z)$ are unspecified functions of the indicated variables. The assumption of the separability of $e^{\beta}$ has been proved useful in the considerations of the vacuum and electrovacuum equations, leading to the standard forms of the Ernst ${ }^{12}$ equation. The four Einstein equations
(37)-(40) and the stream potential equation then reduce to

$$
\begin{align*}
& 2 k e^{2 v}=\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}-\frac{\ddot{\mathbf{A}}}{\mathbf{A}},  \tag{43}\\
& \mathbf{A}^{-1}\left[\mathbf{A}(\ln \chi)_{, t}\right]_{, t}-\mathbf{B}^{-1}\left[\mathbf{B}(\ln \chi)_{, z}\right]_{, z}=0,  \tag{44}\\
& \frac{2 \dot{\mathbf{A}}}{\mathbf{A}} v_{, z}+\frac{2 \mathbf{B}^{\prime}}{\mathbf{B}} v_{, t}-\frac{\dot{\mathbf{A}} \mathbf{B}^{\prime}}{\mathbf{A B}} \\
& \quad=\frac{\chi_{, t} \chi_{, z}}{\chi^{2}}-4(\epsilon+p) u_{(t)} u_{(z)} e^{2 v},  \tag{45}\\
& 4 \frac{\mathbf{B}^{\prime}}{\mathbf{B}} v_{, z}+4 \frac{\dot{\mathbf{A}}}{\mathbf{A}} v_{, t}+\frac{\dot{\mathbf{A}}^{2}}{\mathbf{A}^{2}}+\frac{\mathbf{B}^{\prime 2}}{\mathbf{B}^{2}} \\
& \quad=2\left(\frac{\ddot{\mathbf{A}}}{\mathbf{A}}+\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}\right)+\frac{1}{\chi^{2}}\left(\chi_{, t}^{2}+\chi_{, z}^{2}\right) \\
& \quad-4(\epsilon+p)\left(u_{(t)}^{2}+u_{(z)}^{2}\right) e^{2 v}  \tag{46}\\
& \mathbf{A}\left(\mathbf{A}^{-1} \phi_{, t}\right)_{, t}-\mathbf{B}\left(\mathbf{B}^{-1} \phi_{, z}\right)_{, z}=0, \tag{47}
\end{align*}
$$

where now a dot or a prime denotes differentiation with respect to $t$ or $z$, respectively. Moreover, in the gauge (41) and (42) the line element reads

$$
\begin{align*}
(d s)^{2}= & e^{2 \nu}\left[(d t)^{2}-(d z)^{2}\right] \\
& -\mathbf{A B}\left[\chi^{-1}\left(d x^{1}\right)^{2}+\chi\left(d x^{2}\right)^{2}\right] \tag{48}
\end{align*}
$$

In the present variables the fluid's quantities are determined from the stream potential by [Eqs. (34) and (35)]
$2 \epsilon-k=\frac{e^{-2 v}}{\mathbf{A}^{2} \mathbf{B}^{2}}\left(\phi_{, z}^{2}-\phi_{, t}^{2}\right), \quad u_{(t)}=\frac{\phi_{, z}}{\sqrt{\phi_{, z}^{2}-\phi_{, t}^{2}}}$, $u_{(z)}=\phi_{, t} / \sqrt{\phi_{, z}^{2}-\phi_{, t}^{2}}$.
Finally, we express the right-hand sides of Eqs. (45) and (46) in terms of $\phi$. They become

$$
\begin{equation*}
\frac{2 \dot{\mathbf{A}}}{\mathbf{A}} v_{, z}+\frac{2 \mathbf{B}^{\prime}}{\mathbf{B}} v_{, t}-\frac{\dot{\mathbf{A}} \mathbf{B}^{\prime}}{\mathbf{A B}}=\frac{\chi_{, t} \chi_{, z}}{\chi^{2}}-\frac{4 \phi_{, t} \phi_{, z}}{\mathbf{A}^{2} \mathbf{B}^{2}} \tag{50}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{4 \mathbf{B}^{\prime}}{\mathbf{B}} v_{, z}+\frac{4 \dot{\mathbf{A}}}{\mathbf{A}} v_{, t}+\left(\frac{\dot{\mathbf{A}}^{2}}{\mathbf{A}^{2}}+\frac{\mathbf{B}^{\prime^{2}}}{\mathbf{B}^{2}}\right)-2\left(\frac{\ddot{\mathbf{A}}}{\mathbf{A}}+\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}\right) \\
&=\frac{\chi_{, t}^{2}+\chi_{, z}^{2}}{\chi^{2}}-\frac{4\left(\phi_{, t}^{2}+\phi_{, z}^{2}\right)}{\mathbf{A}^{2} \mathbf{B}^{2}} \tag{51}
\end{align*}
$$

To summarize, we have reduced the problem on hand to solving the system of the five equations (43), (44), (47), (50), and (51) for the unknowns $\chi, \phi$, and $\nu$, which are functions of $t$ and $z$, and for $\mathbf{A}=\mathbf{A}(t)$ and $\mathbf{B}=\mathbf{B}(z)$. The line element is given by the expression (48) while the quantities of the fluid are obtained from Eqs. (49). The difficulty of the problem is apparent: all five equations of the system should be considered simultaneously.

## IV. CONJUGATE EQUATIONS

Multiplied by AB, Eq. (44) can be written as a total divergence and it can be "solved" by introducing a potential function $G$,

$$
\begin{equation*}
\mathbf{A B}(\ln \chi)_{, t}=G_{, z}, \quad \mathbf{A B}(\ln \chi)_{, z}=G_{, t} . \tag{52}
\end{equation*}
$$

Then, the existence of $\chi$ implies the integrability condition

$$
\begin{equation*}
\left(G_{, t} / \mathbf{A B}\right)_{, t}-\left(G_{, z} / \mathbf{A B}\right)_{, z}=0 \tag{53}
\end{equation*}
$$

which is precisely the stream potential equation (47).
Although they satisfy the same (linear, hyperbolic) equation, $\phi$ and $G$ generally would be different solutions of this equation. We shall restrict our considerations, from now on, only to perfect-fluid solutions for which $G$ and $\phi$ are proportional,

$$
\begin{equation*}
G=c \phi \tag{54}
\end{equation*}
$$

with a constant proportionality factor. By using Eqs. (52) and (54) we find that the right-hand sides of Eqs. (50) and (51) become

$$
\begin{equation*}
\left(c^{2}-4\right) \frac{\phi_{, t} \phi_{, z}}{\mathbf{A}^{2} \mathbf{B}^{2}} \quad \text { and } \quad \frac{\left(c^{2}-4\right)}{\mathbf{A}^{2} \mathbf{B}^{2}}\left(\phi_{, t}^{2}+\phi_{, z}^{2}\right) \tag{55}
\end{equation*}
$$

respectively; and by choosing $c= \pm 2$, the unknowns $\chi$ and $\phi$ drop out from Eqs. (50) and (51) and the problem simplifies considerably. We shall adopt the choice $c=+2$. [ $c=-2$ amounts to changing $\chi \rightarrow \chi^{-1}$ which, by the expression (48), corresponds to the mere interchange of the Killing fields $\partial / \partial x^{1}$ and $\partial / \partial x^{2}$.] The field equations now become

$$
\begin{align*}
& \frac{2 \dot{\mathbf{A}}}{\mathbf{A}} v_{, z}+\frac{2 \mathbf{B}^{\prime}}{\mathbf{B}} v_{, t}=\frac{\dot{\mathbf{A}} \mathbf{B}^{\prime}}{\mathbf{A B}},  \tag{56}\\
& \frac{4 \mathbf{B}^{\prime}}{\mathbf{B}} v_{, z}+\frac{4 \dot{\mathbf{A}}}{\mathbf{A}} v_{, t}=2\left(\frac{\ddot{\mathbf{A}}}{\mathbf{A}}+\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}\right)-\left(\frac{\dot{\mathbf{A}}^{2}}{\mathbf{A}^{2}}+\frac{\mathbf{B}^{\prime 2}}{\mathbf{B}^{2}}\right),  \tag{57}\\
& (\ln \chi)_{, t}=\frac{2}{\mathbf{A B}} \phi_{, z}, \quad(\ln \chi)_{, z}=\frac{2}{\mathbf{A B}} \phi_{, t}, \tag{58}
\end{align*}
$$

supplemented by Eqs. (43) and (47). Note that the original system decouples, providing three equations-Eqs. (43), (56), and (57)-for the unknowns $\mathbf{A}(t), \mathbf{B}(z)$, and $v(t, z)$.

The next step is to eliminate $v$ from Eqs. (56) and (57); it can be readily achieved since $v$ can be determined algebraically from Eq. (43). The price that we pay for the elimination of $v$ is that we increase the order of Eqs. (56) and (57) from second to third. We obtain

$$
\begin{equation*}
\frac{\dot{\mathbf{A}}}{\mathbf{A}}\left(\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}\right)^{\prime}-\frac{\mathbf{B}^{\prime}}{\mathbf{B}}\left(\frac{\ddot{\mathbf{A}}}{\mathbf{A}}\right)^{\prime}=\frac{\dot{\mathbf{A}} \mathbf{B}^{\prime}}{\mathbf{A} \mathbf{B}}\left(\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}-\frac{\ddot{\mathbf{A}}}{\mathbf{A}}\right) \tag{59}
\end{equation*}
$$

$$
\begin{align*}
\frac{2 \mathbf{B}^{\prime}}{\mathbf{B}} & \left(\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}\right)^{\prime}-\frac{2 \dot{\mathbf{A}}}{\mathbf{A}}\left(\frac{\ddot{\mathbf{A}}}{\mathbf{A}}\right) \\
& =\left(\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}-\frac{\ddot{\mathbf{A}}}{\mathbf{A}}\right)\left(\frac{2 \ddot{\mathbf{A}}}{\mathbf{A}}-\frac{\dot{\mathbf{A}}^{2}}{\mathbf{A}^{2}}+\frac{2 \mathbf{B}^{\prime \prime}}{\mathbf{B}}-\frac{\mathbf{B}^{\prime 2}}{\mathbf{B}^{2}}\right) . \tag{60}
\end{align*}
$$

The strategy for solving the problem should now be obvious. First we should solve Eqs. (59) and (60) for the gauge functions $\mathbf{A}(t)$ and $\mathbf{B}(z)$. Then $v$ will be determined algebraically from Eq. (43). Next, we should solve, for the obtained $A$ and $B$, the linear equation (47) for the stream potential $\phi$. And finally, we should determine $\chi$ from Eqs. (58) via quadratures. From the form of the linear equation (47) it is obvious that it admits separable solutions. The difficult step is, therefore, to solve Eqs. (59) and (60) for the twogauge functions.

## V. DETERMINATION OF THE GAUGE FUNCTIONS

We start with the remark that, since $\mathbf{A}=\mathbf{A}(t)$ and $\mathbf{B}=\mathbf{B}(z)$, Eqs. (59) and (60) are overdetermined. Thus, although they are quite involved, the chances that we might be able to solve them are quite good. But there also exists the chance that they may admit no nontrivial solution.

To simplify the notation we set

$$
\begin{equation*}
\mathbf{A}=\exp [P(t)], \quad \mathbf{B}=\exp [Q(z)] \tag{61}
\end{equation*}
$$

After some reductions we find that the variables in Eq. (59) separate, leading to the two ordinary differential equations,

$$
\begin{align*}
& (\dot{P})^{-1}\left(\ddot{P}+\dot{P}^{2}\right)-\left(\ddot{P}+\dot{P}^{2}\right)=\alpha \\
& \left(Q^{\prime}\right)^{-1}\left(Q^{\prime \prime}+Q^{\prime 2}\right)^{\prime}-\left(Q^{\prime \prime}+Q^{\prime 2}\right)=\alpha \tag{62}
\end{align*}
$$

where $\alpha$ is an (undetermined) separation constant. In addition, Eq. (60) becomes

$$
\begin{align*}
& 2 Q^{\prime}\left(Q^{\prime \prime}+Q^{\prime 2}\right)^{\prime}-2 \dot{P}\left(\ddot{P}+\dot{P}^{2}\right) \\
& \quad=\left(Q^{\prime \prime}+Q^{\prime 2}-\ddot{P}-\dot{P}^{2}\right)\left(2 \ddot{P}+\dot{P}^{2}+2 Q^{\prime \prime}+Q^{\prime 2}\right), \tag{63}
\end{align*}
$$

or, after eliminating the third derivatives by virtue of Eqs. (62),

$$
\begin{gather*}
\left(\ddot{P}+\dot{P}^{2}\right)\left(2 \ddot{P}-\dot{P}^{2}\right)-\left(Q^{\prime \prime}+Q^{\prime 2}\right)\left(2 Q^{\prime \prime}-Q^{\prime^{2}}\right) \\
+\dot{P}^{2} Q^{\prime \prime}-\ddot{P} Q^{\prime 2}+2 \alpha\left(Q^{\prime 2}-\dot{P}^{2}\right)=0 \tag{64}
\end{gather*}
$$

Since Eqs. (62) and (64) involve only the derivatives of $P$ and $Q$ we can reduce their order by setting

$$
\begin{equation*}
\dot{P}=x=x(t), \quad Q^{\prime}=y=y(z) \tag{65}
\end{equation*}
$$

Equations (62) then become

$$
\begin{align*}
& \left(\dot{x}+x^{2}+\alpha\right)-x\left(\dot{x}+x^{2}+\alpha\right)=0  \tag{66}\\
& \left(y^{\prime}+y^{2}+\alpha\right)^{\prime}-y\left(y^{\prime}+y^{2}+\alpha\right)=0
\end{align*}
$$

while Eq. (64) simplifies to

$$
\begin{align*}
& 2\left(\dot{x}-y^{\prime}\right)\left(\dot{x}+y^{\prime}\right) \\
& \quad+\left(x^{2}-y^{2}\right)\left(\dot{x}+y^{\prime}-x^{2}-y^{2}-2 a\right)=0 \tag{67}
\end{align*}
$$

In the notation of $x$ and $y$ Eq. (43) reads

$$
\begin{equation*}
2 k e^{2 v}=y^{\prime}+y^{2}-\dot{x}-x^{2} . \tag{68}
\end{equation*}
$$

The simplest solution of Eqs. (66) is $\dot{x}+x^{2}+\alpha=0$, $y^{\prime}+y^{2}+\alpha=0$, which, however, gives $2 k e^{2 v}=0$; so it is unacceptable for our present considerations.

We transform Eqs. (66) to integrodifferential ones. They become

$$
\begin{equation*}
\dot{x}=-x^{2}-\alpha+\gamma_{1} I, \quad y^{\prime}=-y^{2}-\alpha+\gamma_{2} J \tag{69}
\end{equation*}
$$

where

$$
\begin{align*}
& I=I(t)=\exp \left[\int x(t) d t\right], \\
& J=J(z)=\exp \left[\int y(z) d z\right] \tag{70}
\end{align*}
$$

and $\gamma_{1}$ and $\gamma_{2}$ are integration constants. We can now eliminate the first derivatives of $x$ and $y$ from Eq. (67). A lot of simplifications occur. We finally obtain
$\gamma_{1} I\left(3 x^{2}+y^{2}+4 \alpha\right)-\gamma_{2} J\left(x^{2}+3 y^{2}+4 \alpha\right)$
$=2\left(\gamma_{1}^{2} I^{2}-\gamma_{2}^{2} J^{2}\right)$.
The aim now is to obtain additional integrability condi-
tions from Eqs. (69) and (71). By differentiating Eq. (71) with respect to $t$ and $z$ and using Eqs. (69) to eliminate the first derivatives of $x$ and $y$ we obtain
$\gamma_{1} I\left(3 x^{2}-y^{2}+2 \alpha\right)-2 \gamma_{2} J\left(x^{2}+\alpha\right)=2 \gamma_{1} I\left(\gamma_{1} I-\gamma_{2} J\right)$,
$\gamma_{2} J\left(3 y^{2}-x^{2}+2 \alpha\right)-2 \gamma_{1} I\left(y^{2}+\alpha\right)=2 \gamma_{2} J\left(\gamma_{2} J-\gamma_{1} I\right)$.

The difference of Eqs. (72) gives, once more, the condition (71) while their sum gives

$$
\begin{equation*}
\left(\gamma_{1} I-\gamma_{2} J\right)\left[x^{2}-y^{2}-\frac{2}{3}\left(\gamma_{1} I-\gamma_{2} J\right)\right]=0 \tag{73}
\end{equation*}
$$

For a nontrivial solution the terms in the squared brackets of Eq. (73) should vanish. Since $x=x(t)$ and $y=y(z)$ this requirement leads to the two conditions

$$
\begin{equation*}
x^{2}-\frac{2}{3} \gamma_{1} I=y^{2}-\frac{2}{3} \gamma_{2} J=\text { const } \tag{74}
\end{equation*}
$$

Compatibility of Eqs. (69), (70), and (74) requires that the constant in Eqs. (74) should be $-\alpha$. Thus we obtain

$$
\begin{equation*}
x^{2}+\alpha=\frac{2}{3} \gamma_{1} I, \quad y^{2}+\alpha=\frac{2}{3} \gamma_{2} J . \tag{75}
\end{equation*}
$$

It is then straightforward to show that the two equations (75) imply Eqs. (69) and (71) and therefore they are equivalent to the problem on hand. Hence, we do not have to consider additional integrability conditions.

It is not difficult to integrate Eqs. (75). They lead to three distinct families of solutions, according to the sign of the parameter $\alpha$. For negative $\alpha$ we obtain

$$
\begin{align*}
& x=-2 b \operatorname{coth}\left(b t+\lambda_{1}\right) \\
& y=-2 b \operatorname{coth}\left(b z+\lambda_{2}\right), \quad \alpha=-4 b^{2} \\
& P=-2 \ln \sinh \left(b t+\lambda_{1}\right)  \tag{76}\\
& Q=-2 \ln \sinh \left(b z+\lambda_{2}\right) \\
& \mathbf{A}=\sinh ^{-2}\left(b t+\lambda_{1}\right), \quad \mathbf{B}=\sinh ^{-2}\left(b z+\lambda_{2}\right),
\end{align*}
$$

$\lambda_{1}$ and $\lambda_{2}$ are integration constants. Then from Eq. (68) we can evaluate $e^{2 v}$ and write the metric. It reads
$(d s)^{2}=3 b^{2} k^{-1}\left[\sinh ^{-2}\left(b z+\lambda_{2}\right)-\sinh ^{-2}\left(b t+\lambda_{1}\right)\right]$

$$
\begin{align*}
& \times\left[(d t)^{2}-(d z)^{2}\right]-\sinh ^{-2}\left(b t+\lambda_{1}\right) \\
& \times \sinh ^{-2}\left(b z+\lambda_{2}\right)\left[\chi^{-1}\left(d x^{1}\right)^{2}+\chi\left(d x^{2}\right)^{2}\right] \tag{77}
\end{align*}
$$

Obviously, the parameters $b, \lambda_{1}$, and $\lambda_{2}$ can be absorbed in redefinitions of $t$ and $z$. The parameter $k$ of the equation of state (1) can also be absorbed but we shall retain it, keeping in mind that only its sign is relevant. Hence, without loss of generality, the family (76) for $\alpha<0$ is family (i):

$$
\begin{align*}
& (x=-2 \operatorname{coth} t, y=-2 \operatorname{coth} z) \\
& (P=-2 \ln \sinh t, Q=-2 \ln \sinh z)  \tag{78}\\
& \left(\mathbf{A}=\sinh ^{-2} t, \mathbf{B}=\sinh ^{-2} z\right)
\end{align*}
$$

with line element

$$
\begin{align*}
(d s)^{2}= & (3 / k)\left(\sinh ^{-2} z-\sinh ^{-2} t\right)\left[(d t)^{2}-(d z)^{2}\right] \\
& -\sinh ^{-2} t \sinh ^{-2} z\left[\chi^{-1}\left(d x^{1}\right)^{2}+\chi\left(d x^{2}\right)^{2}\right] \tag{79}
\end{align*}
$$

Similarly we find, for $\alpha>0$, family (ii):

$$
\begin{align*}
& (x=2 \tan t, y=2 \tan z) \\
& (P=-2 \ln \cos t, Q=-2 \ln \cos z) \tag{80}
\end{align*}
$$

$$
\left(\mathbf{A}=\cos ^{-2} t, \mathbf{B}=\cos ^{-2} z\right)
$$

with line element

$$
\begin{align*}
(d s)^{2}= & (3 / k)\left(\cos ^{-2} z-\cos ^{-2} t\right)\left[(d t)^{2}-(d z)^{2}\right] \\
& -\cos ^{-2} t \cos ^{-2} z\left[\chi^{-1}\left(d x^{1}\right)^{2}+\chi\left(d x^{2}\right)^{2}\right] \tag{81}
\end{align*}
$$

and for $\alpha=0$, family (iii):

$$
\begin{aligned}
& (x=-2 / t, y=-2 / z) \\
& (P=-2 \ln t, Q=-2 \ln z) \\
& \left(\mathbf{A}=t^{-2}, \mathbf{B}=z^{-2}\right)
\end{aligned}
$$

with line element

$$
\begin{align*}
(d s)^{2}= & (3 / k)\left(z^{-2}-t^{-2}\right)\left[(d t)^{2}-(d z)^{2}\right] \\
& -(t z)^{-2}\left[\chi^{-1}\left(d x^{1}\right)^{2}+\chi\left(d x^{2}\right)^{2}\right] \tag{83}
\end{align*}
$$

## VI. DESCRIPTION OF THE SPACE-TIME IN THE NEWMAN-PENROSE FORMALISM

The metric (48) is of the form
$(d s)^{2}=U^{2}\left[(d t)^{2}-(d z)^{2}\right]-\left[V^{2} /\left(1-\mathscr{C}^{2}\right)\right]$

$$
\begin{equation*}
\times\left[(1-\mathscr{E})^{2}\left(d x^{1}\right)^{2}+(1+\mathscr{C})^{2}\left(d x^{2}\right)^{2}\right] \tag{84}
\end{equation*}
$$

considered in Ref. 10, Sec. 6 with

$$
\begin{equation*}
U=e^{\nu}, \quad V=\sqrt{\mathbf{A B}}, \quad \mathscr{B}=\frac{\chi-1}{\chi+1} \Leftrightarrow \chi=\frac{1+\mathscr{B}}{1-\mathscr{B}} . \tag{85}
\end{equation*}
$$

Equation (124) of Ref. 10 gives a suitable null basis. Unfortunately, in Ref. 10 the Newman-Penrose quantities were only obtained for a particular choice of $V$ which does not apply in nonvacuum or nonelectrovacuum cases that we are now considering. So we shall give the Newman-Penrose quantities for any value of $V$, but for real $\mathscr{E}$.

The only nonvanishing spin coefficients are

$$
\begin{align*}
& \sigma=\frac{\mathscr{E}_{, t}+\mathscr{E}_{, z}}{U \sqrt{2}\left(1-\mathscr{C}^{2}\right)}, \quad \lambda=\frac{\mathscr{E}_{, z}-\mathscr{E}_{, t}}{U \sqrt{2}\left(1-\mathscr{E}^{2}\right)} \\
& \rho=-\frac{V_{, t}+V_{, z}}{U V \sqrt{2}}, \quad \mu=\frac{V_{, t}-V_{, z}}{U V \sqrt{2}}  \tag{86}\\
& \varepsilon=\frac{U_{, t}+U_{, z}}{2 U^{2} \sqrt{2}}, \quad \gamma=\frac{U_{, z}-U_{, t}}{2 U^{2} \sqrt{2}}
\end{align*}
$$

and the only nonvanishing Weyl and Ricci scalars are

$$
\begin{align*}
& \Psi_{0}=\frac{\left(\mathscr{C}_{, t}+\mathscr{C}_{, z}\right)}{U^{2}\left(1-\mathscr{C}^{2}\right)}\left\{\left(\ln \frac{V}{U}\right)_{, t}+\left(\ln \frac{V}{U}\right)_{, z}+\frac{\mathscr{E}_{, t t}+\mathscr{C}_{, z z}+2 \mathscr{C}_{, t z}}{2\left(\mathscr{C}_{, t}+\mathscr{C}_{, z}\right)}+\frac{\mathscr{B}\left(\mathscr{C}_{, t}+\mathscr{E}_{, z}\right)}{1-\mathscr{C}^{2}}\right\},  \tag{87a}\\
& \Psi_{4}=\frac{\left(\mathscr{B}_{, t}-\mathscr{C}_{, z}\right)}{U^{2}\left(1-\mathscr{C}^{2}\right)}\left\{\left(\ln \frac{V}{U}\right)_{, t}-\left(\ln \frac{V}{U}\right)_{, z}+\frac{\mathscr{E}_{, t t}+\mathscr{E}_{, z z}-2 \mathscr{E}_{, t z}}{2\left(\mathscr{C}_{, t}-\mathscr{C}_{, z}\right)}+\frac{\mathscr{B}\left(\mathscr{C}_{, t}-\mathscr{E}_{, z}\right)}{1-\mathscr{C}^{2}}\right\},  \tag{87b}\\
& \Psi_{2}=\frac{1}{6 U^{2}}\left[\left(\ln \frac{V}{U}\right)_{, t t}-\left(\ln \frac{V}{U}\right)_{, z z}\right]+\frac{\mathscr{E}_{, t}^{2}-\mathscr{E}_{, z}^{2}}{3 U^{2}\left(1-\mathscr{C}^{2}\right)},  \tag{87c}\\
& \Phi_{00}=\frac{\left(V_{, t}+V_{, z}\right)\left(U_{, t}+U_{, z}\right)}{U^{3} V}-\frac{V_{, t z}+V_{, z z}+2 V_{, t z}}{2 U^{2} V}-\frac{\left(\mathscr{C}_{, t}+\mathscr{B}_{, z}\right)^{2}}{2 U^{2}\left(1-\mathscr{E}^{2}\right)^{2}},  \tag{87d}\\
& \left.\Phi_{22}=\frac{\left(V_{, t}-V_{, z}\right)\left(U_{, t}-U_{, z}\right)}{U^{3} V}-\frac{V_{, t t}+V_{, z z}-2 V_{, t z}}{2 U^{2} V}-\frac{(\mathscr{E}, t}{}-\mathscr{E}_{, z}\right)^{2},  \tag{87e}\\
& \Phi_{11}=\frac{1}{4 U^{2}}\left[(\ln U)_{, z z}-(\ln U)_{, t t}+(\ln V)_{, t}^{2}-(\ln V)_{, z}^{2}\right]+\frac{\mathscr{B}_{, z}^{2}-\mathscr{E}_{, t}^{2}}{4 U^{2}\left(1-\mathscr{E}^{2}\right)^{2}},  \tag{87f}\\
& \Phi_{20}=\frac{\mathscr{E}_{, z z}-\mathscr{C}_{, t}}{2 U^{2}\left(1-\mathscr{E}^{2}\right)}+\frac{\mathscr{C}\left(\mathscr{E}_{, z}^{2}-\mathscr{E}_{, t}^{2}\right)}{U^{2}\left(1-\mathscr{E}^{2}\right)^{2}}+\frac{\mathscr{C}_{, z} V_{, z}-\mathscr{C}_{, t} V_{, t}}{U^{2} V\left(1-\mathscr{E}^{2}\right)},  \tag{87~g}\\
& \Lambda=\frac{1}{12 U^{2}}\left[(\ln U)_{, t t}-(\ln U)_{, z z}\right]+\frac{1}{9 U^{2} V^{3 / 2}}\left[\left(V^{3 / 2}\right)_{, t t}-\left(V^{3 / 2}\right)_{, z z}\right]+\frac{\mathscr{E}_{, t}^{2}-\mathscr{E}_{, z}^{2}}{12 U^{2}\left(1-\mathscr{C}^{2}\right)^{2}} . \tag{87~h}
\end{align*}
$$

For the presently considered case

$$
\begin{equation*}
U=\frac{1}{\sqrt{2 k}}\left(\frac{\mathbf{B}^{\prime \prime}}{\mathbf{B}}-\frac{\ddot{\mathbf{A}}}{\mathbf{A}}\right)^{1 / 2}, \quad V=(\mathbf{A B})^{1 / 2} \tag{88}
\end{equation*}
$$

In all previous considerations of space-times with two spacelike Killing fields (vacuum, electrovacuum, $\epsilon=p$ fluids), $V$ was fixed by gauge while the determination of $U$ had to wait on the previous determination of $\mathscr{E}$ as a solution of the Ernst equation. In the presently considered problem, however, both $U$ and $V$ are determined from the gauge functions before the specification of $\mathscr{E}$. This situation opens the possibility of simplifying the expressions (87) for any $\mathscr{E}$. The simplifications which occur are really remarkable.

For the three families of solutions (78), (80), and (82) we find, after some lengthy reductions, that

$$
\begin{align*}
& \left(1 / U^{3} V\right)\left(V_{, t} \pm V_{, z}\right)\left(U_{, t} \pm U_{, z}\right)-\left(1 / 2 U^{2} V\right)\left(V_{, t t}+V_{, z z} \pm 2 V_{, t z}\right)=0  \tag{89a}\\
& (\ln (V / U))_{, t t}-(\ln (V / U))_{, z z}=0  \tag{89b}\\
& (\ln U)_{, z z}-(\ln U)_{, t t}+(\ln V)_{, t}^{2}-(\ln V)_{, z}^{2}=0 \tag{89c}
\end{align*}
$$

$$
\begin{equation*}
\left(1 / 12 U^{2}\right)\left[(\ln U)_{, t t}-(\ln U)_{, z z}\right]+\left(1 / 9 U^{2} V^{3 / 2}\right)\left[\left(V^{3 / 2}\right)_{, t t}-\left(V^{3 / 2}\right)_{, z z}\right]=-(k / 6), \tag{89d}
\end{equation*}
$$

and

$$
\left(\ln \frac{V}{U}\right)_{, t} \pm\left(\ln \frac{V}{U}\right)_{, z}=\left\{\begin{array}{lc}
-\operatorname{coth}(t \pm z), & \text { for family (i) }  \tag{90}\\
-\cot (t \pm z), & \text { for family (ii) } \\
-(t \pm z)^{-1}, & \text { for family (iii) }
\end{array}\right.
$$

We conclude, therefore, that for the three families of solutions obtained in the present paper the expressions for the Weyl and Ricci scalars $\Psi_{2}, \Phi_{00}, \Phi_{11}, \Phi_{22}$, and $\Lambda$ simplify considerably to

$$
\begin{align*}
& \Psi_{2}=\frac{\mathscr{E}_{, t}^{2}-\mathscr{C}_{, 2}^{2}}{3 U^{2}\left(1-\mathscr{B}^{2}\right)^{2}}, \quad \Phi_{00}=-\frac{\left(\mathscr{E}_{, t}+\mathscr{C}_{, z}\right)^{2}}{2 U^{2}\left(1-\mathscr{E}^{2}\right)^{2}}, \quad \Phi_{22}=-\frac{\left(\mathscr{C}_{, t}-\mathscr{C}_{, z}\right)^{2}}{2 U^{2}\left(1-\mathscr{E}^{2}\right)^{2}},  \tag{91}\\
& \Phi_{11}=\frac{\left(\mathscr{C}_{, z}^{2}-\mathscr{C}_{t}^{2}\right)}{4 U^{2}\left(1-\mathscr{E}^{2}\right)^{2}}, \quad \Lambda=-\frac{k}{6}+\frac{\mathscr{B}_{, 1}^{2}-\mathscr{E}_{, z}^{2}}{12 U^{2}\left(1-\mathscr{C}^{2}\right)^{2}},
\end{align*}
$$

while $\Psi_{0}, \Psi_{4}$, and $\Phi_{20}$ are given by Eqs. (87a), (87b), ( 87 g ), and (90).

## VII. DISCUSSION

The most interesting conclusion arising from the present work is that the method of solving the Einstein perfectfluid equations for $\epsilon=p+$ constant equation of state is completely different-almost the opposite, I would sayfrom the method used in solving the Einstein equations either in the vacuum case or when gravity is coupled to a perfect fluid with $\epsilon=p$ equation of state. The first step in both considerations is, of course, to simplify the metric according to the symmetries of the problem. Then, in the vacuum case, we proceed as follows: (i) we solve one of the field equations by imposing a suitable gauge condition, (ii) we solve a linear partial differential equation (the specialization of the Ernst equation to the case of hypersurface orthogonal Killing fields), and (iii) we determine, by straightforward quadratures, the conformal factor of the two-dimensional geometry orthogonal to the two Killing fields. Moreover, in the presence of a fluid with $\epsilon=p$ equation of state, steps (ii) and (iii) are performed twice, the second time for the stream potential of the fluid and its contribution to the conformal factor.

For a fluid with $\epsilon=p+$ constant equation of state, on the other hand, we had to devise a completely different strategy. In this case the main source of difficulty is that we cannot choose in early stages the gauge and simultaneously solve one of the Einstein equations, because the "gauge fixing" equation does not decouple from the remaining field equations. Instead, the strategy now is the following: (i) we use the gauge fixing equation to express algebraically the conformal factor in terms of the gauge functions $\mathbf{A}$ and $\mathbf{B}$; (ii) we use the two linear equations for the conformal factor (the ones leading to the quadratures in the vacuum case) and we eliminate the conformal factor, obtaining a system of two coupled equations for the gauge functions $\mathbf{A}$ and $\mathbf{B}$; and (iii) we solve the provious system for $\mathbf{A}$ and $\mathbf{B}$. This task has to be done only once and it has been performed in the present paper; (iv) the conformal factor is then easily obtained; (v) we have to solve the linear partial differential equation, corresponding to step (ii) of the vacuum case, to determine the norms of the two Killing fields; and finally, (vi) the stream potential, which determines the characteristics of the fluid, is obtained by straightforward quadratures. Steps (v) and
(vi) can be interchanged: we can solve a linear equation for the stream potential and determine the norms of the Killing fields by quadratures.

It should be emphasized that our considerations do not cover all the solutions of $\epsilon=p+k$ fluids with two hypersurface orthogonal Killing fields. Instead, the obtained families of solutions exhaust those fluids satisfying, in addition, the separability condition (42) for the gauge functions and the assumption (54) that the potential $G$ and $\phi$ are proportional. The condition (54) means that while the fluid is freely distributed (subject, of course, to the field equations), the gravitational field is determined uniquely from the fluid, or vice versa. In the general case one expects that each one-the fluid and the gravitational field-would have infinite degrees of freedom, corresponding to the solutions of the two second-order, linear, hyperbolic equations (44) and (47).

That the $\epsilon=p+$ constant and the $\epsilon=p$ fluids are solved completely differently is reflected in that neither of the three families of solutions obtained in the present paper is connected continuously with solutions with $\epsilon=p$ fluids. Thus, in particular, we cannot set the constant $k$ of the equation of state equal to zero and get solutions with $\epsilon=p$ equation of state.

Having determined the gauge functions, the eventual solution of the presently considered problem looks very similar to the solution of the vacuum Einstein equations with two hypersurface orthogonal Killing fields, the Weyl ${ }^{2,13}$ solutions. In both cases one has to solve one second-order linear partial differential equation-elliptic for static solutions, hyperbolic for solutions with two spacelike Killing fieldsequations which can be solved by separation of variables. In addition, to complete the metric, one has to perform certain quadratures. The details and the physical interpretation of each solution, of course, would depend on the particular solution of the linear equation that has been chosen, a problem that we do not address here. However, an important difference between the Weyl and the presently considered solutions should be stressed: although the Weyl solutions are all the vacuum solutions (with the appropriate symmetries), the presently considered solutions are only those fluid solutions satisfying the requirements (42) and (54) for the separability of the gauge function and the proportionality of the gravitational and the fluid potentials.

## ACKNOWLEDGMENTS

I would like to thank Professor S. Chandrasekhar, of the University of Chicago, for many discussions concerning the collision of plane gravitational and hydrodynamic waves, from which I was motivated to undertake the present investigation. Also I would like to thank the referee for suggesting many improvements in the manuscript.
${ }^{1}$ 'J. Winicour, J. Math. Phys. 16, 1806 (1975).
${ }^{2}$ D. Kramer, H. Stephani, M. MacCallum, and E. Herlt, Exact Solutions of Einstein's Field Equations (Cambridge U. P., Cambridge, 1980).
${ }^{3}$ J. Wainwright, W. C. W. Ince, and B. J. Marshman, Gen. Relativ. Gravit. 10, 259 (1979).
${ }^{4}$ S. Chandrasekhar and B. C. Xanthopoulos, Proc. R. Soc. London Ser. A 402, 37 (1985).
${ }^{5}$ D. Kramer, Class. Quantum Gravit. 2, L135 (1985).
${ }^{6}$ P. Szekeres, Nature (London) 228, 1183 (1970).
${ }^{7}$ K. Khan and R. Penrose, Nature (London) 229, 185 (1971).
${ }^{8}$ S. Chandrasekhar and V. Ferrari, Proc. R. Soc. London Ser. A 396, 55 (1984).
${ }^{9}$ S. Chandrasekhar, The Mathematical Theory of Black Holes (Clarendon, Oxford, 1983).
${ }^{10}$ S. Chandrasekhar and B. C. Xanthopoulos, Proc. R. Soc. London Ser. A 398, 223 (1985).
${ }^{11}$ A. Papapetrou, Ann. Phys. (Leipzig) 12, 309 (1953).
${ }^{12}$ F. Ernst, Phys. Rev. 167, 1175 (1968); 168, 1415 (1968).
${ }^{13}$ H. Weyl, Ann. Phys. (Leipzig) 54, 117 (1917); 59, 185 (1919).

# The anharmonic oscillator driven by Gaussian noise. Comparison between direct perturbation and Markov approximation methods 

L. Pesquera and R. Blanco<br>Departamento de Fisica Teórica, Universidad de Santander, Avenida Los Castros s/n 39005, Santander, Spain

(Received 16 June 1986; accepted for publication 26 November 1986)


#### Abstract

The anharmonic oscillator driven by Gaussian noise is studied in the limit of weak damping using the direct perturbation (DPM) and Markov approximation (MAM) methods. Mean values are obtained to first order in the anharmonic coupling constant $g$. From a careful treatment of the high-frequency behavior it is concluded that to first order in $g$ the DPM takes high-frequency contributions into account whereas the MAM does not, while both agree if high-frequency contributions are not important. It is also shown that both methods give the same results to second order in $g$ for the quartic anharmonic oscillator. The spectral density of the noise used in stochastic electrodynamics is considered as a particular example.


## I. INTRODUCTION

In previous papers ${ }^{1,2}$ the effect of a nonwhite Gaussian noise on the motion of a nonlinear oscillator was considered. The first reference used the direct perturbation method (DPM) taken over from classical perturbation theory. ${ }^{3}$ The second reference used the Markov approximation method (MAM) based on an approximate Fokker-Planck equation in terms of the constants of the deterministic motion. ${ }^{4.5}$

The results in Refs. 1 and 2 referred explicitly to the quartic anharmonic oscillator in stochastic electrodynamics $^{6}$ (SED), meaning that the charge moves in a classical potential with $x^{2}$ and $x^{4}$ terms while being driven by a stochastic electric field with spectral density given by

$$
\begin{equation*}
S_{\mathscr{F}}(\omega)=\pi|\omega|^{3} / 3 \pi c^{3} \tag{1.1}
\end{equation*}
$$

The fact that the DPM and the MAM should have wide applicability makes these results disturbing in a wider context because different answers were obtained.

In this paper we will therefore analyze the nonlinear system corresponding to a harmonic oscillator perturbed by a potential $g V(x)$ :

$$
\begin{align*}
\ddot{x}+ & \omega_{0}^{2} x+\frac{g}{m} V^{\prime}(x)+\tau\left(\omega_{0}^{2}+\frac{g}{m} V^{\prime \prime}(x)\right) \dot{x} \\
& =\frac{e}{m} \mathscr{C}(t)=f(t) \tag{1.2}
\end{align*}
$$

Here $\tau=2 e^{2} / 3 m c^{3}$ and the equation corresponds to that for a charged particle in a stochastic electric field $\mathscr{E}(t)$, where the damping $\tau \ddot{x}$ has been approximated by $\tau(d / d t) \ddot{x}_{n}$, where $\ddot{x}_{n}$ denotes the acceleration when no charge is present. Equation (1.2) is thus without runaway solutions.

The aim of the paper is to compare the two methods, and to obtain mean values in the stationary state, in particular that of the energy, to first order in the anharmonic coupling constant $g$. We will consider that both the form of $V(x)$ and the spectral density of $\mathscr{E}(t)$ are arbitrary functions. Contrary to earlier results, ${ }^{1}$ we will show that the DPM and MAM coincide to order $g$ when there are no high-frequency contributions from the spectral density of the random field $\mathscr{E}(t)$. We will also show that these methods give the same results to order $g^{2}$ for the quartic anharmonic oscillator.

## II. THE DIRECT PERTURBATION METHOD (DPM)

Assuming the standard perturbation expansion ${ }^{1,3}$

$$
\begin{equation*}
x(t)=x_{0}(t)+g x_{1}(t)+g^{2} x_{2}(t)+\cdots \tag{2.1}
\end{equation*}
$$

one finds the following equations from (1.2):

$$
\begin{align*}
& \ddot{x}_{0}+\omega_{0}^{2} x_{0}+\tau \omega_{0}^{2} \dot{x}_{0}=f(t)  \tag{2.2a}\\
& \ddot{x}_{1}+\omega_{0}^{2} x_{1}+\tau \omega_{0}^{2} \dot{x}_{1}=-\left(1+\tau \frac{d}{d t}\right) \frac{V^{\prime}\left(x_{0}(t)\right)}{m},  \tag{2.2b}\\
& \ddot{x}_{2}+\omega_{0}^{2} x_{2}+\tau \omega_{0}^{2} \dot{x}_{2}=-\left(1+\tau \frac{d}{d t}\right) \frac{V^{\prime}\left(x_{0}(t)\right)}{m} x_{1}(t) \tag{2.2c}
\end{align*}
$$

and so on.

## A. Calculation of $\left\langle x^{2}\right\rangle$

To order $g$ we have ${ }^{1.3}$

$$
\begin{equation*}
\left\langle x^{2}\right\rangle \simeq\left\langle x_{0}^{2}\right\rangle+2 g\left\langle x_{0} x_{1}\right\rangle, \tag{2.3}
\end{equation*}
$$

where $\left\langle x_{0}^{2}\right\rangle$ corresponds to a linear oscillator and can be obtained by using standard Fourier techniques. ${ }^{1,3}$ The result is

$$
\begin{equation*}
\left\langle x_{0}^{2}\right\rangle=\int_{-\infty}^{+\infty} \frac{d w}{|F(\omega)|^{2}} S_{f}(\omega) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\omega)=\omega_{0}^{2}-\omega^{2}+i \tau \omega_{0}^{2} \omega \tag{2.5}
\end{equation*}
$$

and $S_{f}(\omega)$, the spectral density of $f$, is given by

$$
\begin{equation*}
S_{f}(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \theta e^{i \omega \theta}\langle f(0) f(\theta)\rangle \tag{2.6}
\end{equation*}
$$

Because of the form of $|F(\omega)|^{2}$, the integrand in (2.4) is strongly peaked about $\omega_{0}$. In Ref. 1 a delta function approximation was used to obtain

$$
\begin{equation*}
\left\langle x_{0}^{2}\right\rangle=\int_{-\infty}^{\infty} \frac{d w S_{f}(\omega)}{|F(\omega)|^{2}} \simeq \frac{\pi}{\tau} \frac{S_{f}\left(\omega_{0}\right)}{\omega_{0}^{4}} \tag{2.7}
\end{equation*}
$$

However, it is important to recognize that this result is valid only if there are no high-frequency contributions ${ }^{8}$ (for frequencies $\gtrsim \tau^{-1}$ ) to $\left\langle x_{0}^{2}\right\rangle$. For example, if we consider

$$
\begin{equation*}
S_{f}(\omega)=N \tau \omega^{4} /\left(1+\tau^{2} \omega^{2}\right) \tag{2.8}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\langle x_{0}^{2}\right\rangle \simeq N \pi+2 N \int_{\omega_{1}>\omega_{0}}^{\infty} d \omega \frac{\tau \omega^{4}\left(1+\tau^{2} \omega^{2}\right)^{-1}}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\tau^{2} \omega_{0}^{4} \omega^{2}} \tag{2.9}
\end{equation*}
$$

For $\omega>\omega_{0}$, we may write

$$
\begin{equation*}
\frac{\tau \omega^{4}\left(1+\tau^{2} \omega^{2}\right)^{-1}}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\tau^{2} \omega_{0}^{4} \omega^{2}} \simeq \frac{\tau}{1+\tau^{2} \omega^{2}} \tag{2.10}
\end{equation*}
$$

so that the second term in (2.11) is approximately

$$
\begin{equation*}
2 N \int_{0}^{\infty} \frac{d x}{1+x^{2}}=N \pi \tag{2.11}
\end{equation*}
$$

Thus the high-frequency contributions are equal to the contributions from frequencies $\omega \leqslant \omega_{0}$.

The problem is that with the delta function one is taking the limit $\tau \rightarrow 0$ through the integral sign. In this case there is no second term in (2.9). It can be shown that this is valid when $S_{f}(\omega)<N \omega^{2+r}$ for $\omega>\omega_{0}$, where $0<r<1$ and $N$ is of order 1 with respect to $\tau$. This is the case for the spectral density of SED, that is given, taking into account the approximation leading to (1.2), by ${ }^{5}$

$$
\begin{equation*}
S_{f}(\omega)=\frac{e^{2}}{m^{2}} S_{\mathscr{B}^{\tau}}(\omega)=\frac{\tau \hbar|\omega|^{3}}{2 \pi m\left(1+\tau^{2} \omega^{2}\right)} \tag{2.12}
\end{equation*}
$$

It is to be noted that if there exist high-frequency contributions, the electromagnetic model described by (1.2) is incorrect. However, equations like (1.2) arise in many contexts (e.g., the Van der Pol-Duffing equation) not associated with radiation damping, so our observations may be of more general interest.

We now consider $\left\langle x_{0} x_{1}\right\rangle$. We first calculate it following the method used in Ref. 1 in order to compare our result with the one obtained in Ref. 1. From (2.2b) we have

$$
\begin{align*}
x_{1}(t)= & \int_{-\infty}^{+\infty} d \omega \frac{e^{i \omega t}}{F(\omega)} \int_{-\infty}^{+\infty} d s \\
& \times \frac{e^{-i \omega s}}{2 \pi}\left(\frac{-1}{m}\right)\left(1+\tau \frac{d}{d s}\right) V^{\prime}\left(x_{0}(s)\right) \tag{2.13}
\end{align*}
$$

so that

$$
\begin{align*}
\left\langle x_{0}\left(t^{\prime}\right) x_{1}(t)\right\rangle= & -\frac{1}{2 \pi m} \int_{-\infty}^{+\infty} d \omega \frac{e^{i \omega t}(1+i \tau \omega)}{F(\omega)} \\
& \times \int_{-\infty}^{+\infty} d s e^{-i \omega s}\left\langle x_{0}\left(t^{\prime}\right) V^{\prime}\left(x_{0}(s)\right)\right\rangle \tag{2.14}
\end{align*}
$$

The second integrand can be simplified by using Novikov's lemma which is valid for Gaussian processes ${ }^{9,10}$

$$
\begin{align*}
& \left\langle x_{0}\left(t^{\prime}\right) V^{\prime}\left(x_{0}(s)\right)\right\rangle \\
& \quad=\int_{-\infty}^{+\infty} d u\left\langle\frac{\delta V^{\prime}\left(x_{0}(s)\right)}{\delta x_{0}(u)}\right\rangle\left\langle x_{0}(u) x_{0}\left(t^{\prime}\right)\right\rangle \tag{2.15}
\end{align*}
$$

so that

$$
\begin{align*}
&\left\langle x_{0}\left(t^{\prime}\right) x_{1}(t)\right\rangle \\
&=-\frac{1}{2 \pi m}\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle \int_{-\infty}^{+\infty} d \omega \frac{e^{i \omega t}(1+i \tau \omega)}{F(\omega)} \\
& \times \int_{-\infty}^{+\infty} d s e^{-i \omega s}\left\langle x_{0}\left(t^{\prime}\right) x_{0}(s)\right\rangle \tag{2.16}
\end{align*}
$$

We next calculate the correlation function

$$
\begin{equation*}
\left\langle x_{0}\left(t^{\prime}\right) x_{0}(s)\right\rangle=\int_{-\infty}^{+\infty} d \omega \frac{S_{f}(\omega) e^{i \omega\left(t^{\prime}-s\right)}}{|F(\omega)|^{2}} \tag{2.17}
\end{equation*}
$$

In Ref. 1 the same technique of approximating the integrand to a delta function was used. Clearly an alternative is to use the residue theorem, when $S_{f}(\omega)$ is analytic, applied to the poles

$$
\begin{equation*}
\omega_{ \pm}= \pm\left(\omega_{0}^{2}-\tau^{2} \omega_{0}^{4} / 4\right)^{1 / 2}+i \tau \omega_{0}^{2} / 2 \tag{2.18}
\end{equation*}
$$

However, one must take care if $S_{f}(\omega)$ has poles of order $\tau^{-1}$, as in the case of (2.8). An analysis of these high-frequency contributions will be made below. Assuming that these contributions are negligible, we have

$$
\begin{align*}
& \left\langle x_{0}\left(t^{\prime}\right) x_{0}(s)\right\rangle \\
& \quad \simeq\left(\pi / \omega_{0}^{3}\right) e^{-\tau \omega_{0}^{2}\left|t^{\prime}-s\right| / 2}\left[\left(S_{f}\left(\omega_{0}\right) / \tau \omega_{0}\right) \cos \omega_{0}\left(t^{\prime}-s\right)\right. \\
& \left.\quad+\frac{1}{2}\left(S_{f}\left(\omega_{0}\right)-\omega_{0} S_{f}^{\prime}\left(\omega_{0}\right)\right) \sin \omega_{0}\left|t^{\prime}-s\right|\right] \tag{2.19}
\end{align*}
$$

This expression coincides with Eq. (3.7) of Ref. 1 in the limit $\tau \rightarrow 0$ as it must (since in Ref. 1 the delta function approximation was used, valid for $\tau \rightarrow 0$ ). However (and here our present calculations differ from those of Ref. 1), the limit should not be taken first when substituting in Eq. (2.16) because the term in $\sin \omega_{0}\left|t^{\prime}-s\right|$ contributes to the same order as $\cos \omega_{0}\left(t^{\prime}-s\right)$.

Using

$$
\begin{align*}
R(t-s)= & \frac{1}{2 \pi} \int_{-\infty}^{+\infty} d \omega \frac{e^{i \omega(t-s)}(1+i \tau \omega)}{F(\omega)} \\
\simeq & H(t-s) \frac{e^{-\tau \omega_{0}^{2}(t-s) / 2}}{\omega_{0}} \\
& \times\left[\sin \omega_{0}(t-s)+\tau \omega_{0} \cos \omega_{0}(t-s)\right] \tag{2.20}
\end{align*}
$$

where $H$ is the Heaviside function, and introducing (2.19) in (2.16), we obtain ( $\theta=t^{\prime}-t \geqslant 0$ )

$$
\begin{align*}
&\left\langle x_{0}\left(t^{\prime}\right) x_{1}(t)\right\rangle \\
& \simeq-\frac{\pi}{m \omega_{0}^{5}}\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle e^{-\tau \omega_{0}^{2} \theta / 2}\left[\operatorname { c o s } \omega _ { 0 } \theta \left(\frac{3}{4} \frac{S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}}\right.\right. \\
&\left.\left.+\frac{1}{4} \frac{\left(S_{f}\left(\omega_{0}\right)-\omega_{0} S_{f}^{\prime}\left(\omega_{0}\right)\right)}{\tau \omega_{0}}\right)-\frac{S_{f}\left(\omega_{0}\right)}{2 \tau^{2} \omega_{0}^{2}} \sin \omega_{0} \theta\right] \tag{2.21}
\end{align*}
$$

As noted earlier, Eq. (2.21) differs from Eq. (4.11) of Ref. 1 because of the inclusion of the $\sin \omega_{0}\left|t^{\prime}-s\right|$ term. For equal times, it reduces to

$$
\begin{equation*}
\left\langle x_{0} x_{1}\right\rangle \simeq-\frac{\pi}{m \omega_{0}^{6}} \frac{\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle}{\tau}\left[S_{f}\left(\omega_{0}\right)-\frac{\omega_{0}}{4} S_{f}^{\prime}\left(\omega_{0}\right)\right] \tag{2.22}
\end{equation*}
$$

Thus we finally have

$$
\begin{align*}
\left\langle x^{2}\right\rangle \simeq & \left\langle x_{0}^{2}\right\rangle-\frac{2 \pi g}{\tau m \omega_{0}^{6}}\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle \\
& \times\left[S_{f}\left(\omega_{0}\right)-\frac{\omega_{0}}{4} S_{f}^{\prime}\left(\omega_{0}\right)\right] . \tag{2.23}
\end{align*}
$$

This result has been obtained by ignoring the high-fre-
quency contributions. We now analyze the validity of this approximation.

From (2.16) and (2.17) we obtain

$$
\begin{align*}
\left\langle x_{0} x_{1}\right\rangle= & -\frac{2}{m}\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle \int_{0}^{\infty} d \omega \\
& \times \frac{S_{f}(\omega)\left[\omega_{0}^{2}-\omega^{2}+\tau^{2} \omega_{0}^{2} \omega^{2}\right]}{\left[\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\tau^{2} \omega_{0}^{4} \omega^{2}\right]^{2}} \tag{2.24}
\end{align*}
$$

This integral $I$ is calculated in the Appendix. Spectral densities such that $S_{f}(\omega)<N \omega^{4+r}$ for $\omega>\omega_{0}$, where $0<r<1$ and $N$ is of order 1 with respect to $\tau$, are shown to have negligible high-frequency contributions to $I$. In this case $I$ is given by (A5) with $S=S_{f}$, and we recover (2.23). Comparing with the discussion below Eq. (2.11), we see that high frequencies contribute to $I$ for spectral densities that are more divergent than those which give the same type of highfrequency contributions to $\left\langle x_{0}^{2}\right\rangle$. For example if $S_{f}(\omega)$ is given by (2.8) the high-frequency contributions to $\left\langle x_{0} x_{1}\right\rangle$ come only from $V^{\prime \prime}\left(x_{0}\right)$ and not from the integral $I$.

## B. Calculation of $\left\langle v^{2}\right.$ )

In order to calculate $\left\langle v^{2}\right\rangle$ we make $S=\omega^{2} S_{f}$ in (A5) thus giving the result

$$
\begin{align*}
\left\langle v^{2}\right\rangle \simeq & \left\langle v_{0}^{2}\right\rangle-\frac{2 \pi g}{\tau m \omega_{0}^{4}}\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle \\
& \times\left[\frac{S_{f}\left(\omega_{0}\right)}{2}-\frac{\omega_{0}}{4} S_{f}^{\prime}\left(\omega_{0}\right)\right] . \tag{2.25}
\end{align*}
$$

This can also be obtained by differentiating (2.21) with respect to $t$ and $t^{\prime}$. According to the analysis made in the Appendix, (2.25) is valid as long as there are no high-frequency contributions, i.e., if $S_{f}(\omega)<N \omega^{2+r}$ for some $0<r<1$ and for all $\omega>\omega_{0}$. As concerns $\left\langle v_{0}^{2}\right\rangle$, high-frequency contributions are negligible when $S_{f}(\omega)<N \omega^{r}$ for $\omega>\omega_{0}$. Then, these contributions to $\left\langle v_{0}^{2}\right\rangle$ appear for the RaleighJeans radiation. ${ }^{8}$ For the spectral density of SED, (2.12), it is clear that $\left\langle v_{0}^{2}\right\rangle$ is divergent. Hence one introduces the electrokinetic momentum ${ }^{5(\mathrm{~b})} p_{e k}$.

From the definition of $\dot{p}_{e k}$,

$$
\begin{equation*}
\dot{p}_{e k}=-m \omega_{0}^{2} x-g V^{\prime}(x) \tag{2.26}
\end{equation*}
$$

it can be seen that $p_{e k}$ is equivalent to $m \dot{x}$, only more regular, so that $\left\langle p_{e k}^{2}\right\rangle / m^{2}$ will be the expression (2.25) when there are no high-frequency contributions to $\left\langle v^{2}\right\rangle$. However, it is also evident from (2.26) that $\left\langle p_{e k}^{2}\right\rangle$ can be finite only when $S_{f}(0)=0$. This is usually the case in the context of radiation theory (Rayleigh-Jeans radiation, zero-point field radiation of SED). We do not give here the explicit calculations, but it is straightforward to show that $\left\langle p_{e k}^{2}\right\rangle / m^{2}$ indeed coincides with (2.25) when there are neither high-frequency nor zerofrequency contributions.

## C. Calculation of $\langle E\rangle$

The mean energy of the moving charge is given by

$$
\begin{equation*}
\langle E\rangle=\frac{1}{2} m\left\langle v^{2}\right\rangle+\frac{1}{2} m \omega_{0}^{2}\left\langle x^{2}\right\rangle+g\langle V(x)\rangle \tag{2.27}
\end{equation*}
$$

Thus if there are no high-frequency contributions, we get to order $g$ from (2.7), (2.23), and (2.25),

$$
\begin{align*}
\langle E\rangle \simeq & \frac{m \pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{2}}-\frac{\pi g}{\tau \omega_{0}^{4}}\left\langle V^{\prime \prime}\left(x_{0}\right)\right\rangle \\
& \times\left[\frac{3}{2} S_{f}\left(\omega_{0}\right)-\frac{\omega_{0}}{2} S_{f}^{\prime}\left(\omega_{0}\right)\right]+g\left\langle V\left(x_{0}\right)\right\rangle \tag{2.28}
\end{align*}
$$

At this point, it is interesting to consider the special case of SED. From the general program for work in this area, ${ }^{6}$ one can ask when does (2.28) agree with quantum mechanics (QM). One sees that such an agreement can occur only if $S_{f}(\omega)$ behaves like $\omega^{3}$ for low frequencies, for in that case the term in square brackets is zero. We will see later within the context of the MAM that this is due to the fact that the average action is independent of the system to first order in $g$ only if $S_{f}(\omega)$ behaves like $\omega^{3}$.

## III. THE MARKOV APPROXIMATION METHOD (MAM)

The Markov approximation method (MAM) is based on the observation that the damping and stochastic forces are much smaller than the deterministic force due to the presence of the small parameter $\tau$. As stated earlier this method uses an approximate Fokker-Planck equation expressed in terms of the constants of the deterministic motion. Details may be found elsewhere ${ }^{2,4,5}$; only the few equations needed in the development given here will be considered. In the case of the one-dimensional anharmonic oscillator the only constant of the motion is the energy. The properly normalized phase-space probability density is ${ }^{2,5}$

$$
\begin{equation*}
W_{0}(E)=C \exp \left[-\int^{E} d E^{\prime} \frac{G^{E}\left(E^{\prime}\right)}{G^{E E}\left(E^{\prime}\right)}\right] \tag{3.1}
\end{equation*}
$$

where

$$
\begin{align*}
& G^{E}=2 \pi \tau m \omega^{3} \sum_{n} n^{4}\left|x_{n}\right|^{2},  \tag{3.2a}\\
& G^{E E}=2 \pi^{2} m^{2} \omega \sum_{n} S_{f}(n \omega) n^{2}\left|x_{n}\right|^{2} \tag{3.2b}
\end{align*}
$$

where $\omega$ is the frequency and the $x_{n}$ are the Fourier components of the conservative deterministic motion.

To first order in $g$ we have that

$$
\begin{equation*}
G^{E} / G^{E E} \simeq \tau \omega^{2} / \pi m S_{f}(\omega) \tag{3.3}
\end{equation*}
$$

One may develop $\omega$ in powers of the coupling constant [formulas (9.192)-(9.197) of Ref. 11]:

$$
\begin{equation*}
\omega \simeq \omega_{0}\left(1+\frac{\omega_{0}}{2 \pi} g \frac{d}{d E} \oint_{E} V\right) \tag{3.4}
\end{equation*}
$$

Here

$$
\begin{equation*}
\oint_{E} V=\int_{0}^{2 \pi / \omega_{0}} d s V\left(\left(\frac{2 E}{m \omega_{0}^{2}}\right)^{1 / 2} \cos \omega_{0} s\right) \tag{3.5}
\end{equation*}
$$

is the integral of the potential over the unperturbed orbit corresponding to the energy $E$.

From (3.3) and (3.4) we obtain
$\frac{G^{E}}{G^{E E}} \simeq \frac{\tau \omega_{0}^{2}}{\pi m S_{f}\left(\omega_{0}\right)}\left[1+\left(2-\frac{\omega_{0} S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right) \frac{g \omega_{0}}{2 \pi} \frac{d}{d E} \oint_{E} V\right]$.

This permits us to write the phase-space density in the form

$$
\begin{equation*}
W_{0}(E)=N e^{-B E} \exp \left(-g C \oint_{E} V\right), \tag{3.7}
\end{equation*}
$$

where [see (2.28)]

$$
\begin{align*}
& B=\tau \omega_{0}^{2} / \pi m S_{f}\left(\omega_{0}\right)=\langle E\rangle_{g=0}^{-1} \equiv\langle E\rangle_{0}^{-1},  \tag{3.8a}\\
& C=\left(2-\left(\omega_{0} S_{f}^{\prime}\left(\omega_{0}\right) / S_{f}\left(\omega_{0}\right)\right)\right) \omega_{0} / 2 \pi\langle E\rangle_{0} . \tag{3.8b}
\end{align*}
$$

## A. Calculation of $\left\langle\boldsymbol{x}^{\mathbf{2}}\right\rangle$

From (3.7) we find that

$$
\begin{equation*}
\left\langle x^{2}\right\rangle \simeq \frac{\int S_{-\infty}^{+\infty} x^{2} e^{-E_{J} /(E\rangle_{o}}\left(1-g V /\langle E\rangle_{0}-g C \oint_{E_{0}} V\right) d x d p}{\int S_{-\infty}^{+\infty} e^{-E_{d} /(E\rangle_{o}}\left(1-g V /\langle E\rangle_{0}-g C \oint_{E_{0}} V\right) d x d p} \tag{3.9}
\end{equation*}
$$

with $E_{0}=\frac{1}{2} m \omega_{0}^{2} x^{2}+\left(p^{2} / 2 m\right)$. We now calculate the various terms involved in (3.9).

First, let us define

$$
\begin{equation*}
\frac{\omega_{0}}{2 \pi\langle E\rangle_{0}} \iint_{-\infty}^{+\infty} e^{-E_{0} /(E\rangle_{0}} f\left(E_{0}\right) d x d p \equiv\langle f(E)\rangle_{0} \tag{3.10}
\end{equation*}
$$

Then

$$
\begin{align*}
& \iint_{-\infty}^{+\infty} e^{-E_{d}\langle E\rangle_{0}} \varphi\left(E_{0}\right)\left[\oint_{E_{0}} V\right] d x d p \\
& \quad=\int_{0}^{\infty} \int_{0}^{2 \pi / \omega_{0}} e^{E_{d}\left\langle(E\rangle_{0}\right.} \varphi\left(E_{0}\right)\left[\oint_{E_{0}} V\right] d E_{0} d s, \tag{3.11}
\end{align*}
$$

where $s$ is the time along the path. Thus this integral reduces to

$$
\begin{gather*}
\int_{0}^{\infty} e^{-E_{d}\langle E\rangle_{0}} \varphi\left(E_{0}\right)\left[\int_{0}^{2 \pi / \omega_{0}} V d s\right] d E_{0} \\
=\langle V \varphi\rangle_{0}\left(\frac{2 \pi}{\omega_{0}}\right)^{2}\langle E\rangle_{0}^{-1} . \tag{3.12}
\end{gather*}
$$

We also have

$$
\begin{align*}
& m^{2} \omega_{0}^{2} \iint_{-\infty}^{+\infty} x^{2} e^{-E_{d}\langle E\rangle_{0}}\left[\oint_{E_{0}} V\right] d x d p \\
& \quad=\iint_{-\infty}^{+\infty} p^{2} e^{-E_{o}\left\langle(E\rangle_{0}\right.}\left[\oint_{E_{0}} V\right] d x d p \tag{3.13}
\end{align*}
$$

so that

$$
\begin{align*}
& \iint_{-\infty}^{+\infty} x^{2} e^{-E_{0}\left\langle(E\rangle_{0}\right.}\left[\oint_{E_{0}} V\right] d x d p \\
& \quad=\iint_{-\infty}^{+\infty} \frac{E_{0}}{m \omega_{0}^{2}} e^{-E_{0}\langle E\rangle_{0}}\left[\oint_{E_{0}} V\right] d x d p \\
& \quad=\frac{\left\langle E_{0} V\right\rangle_{0}}{m \omega_{0}^{2}\langle E\rangle_{0}}\left(\frac{2 \pi}{\omega_{0}}\right)^{2} \tag{3.14}
\end{align*}
$$

So finally
$\left\langle x^{2}\right\rangle \simeq \frac{\left\langle x^{2}\right\rangle_{0}-\left(g /\langle E\rangle_{0}\right)\left\langle V x^{2}\right\rangle_{0}-g C\left(2 \pi / m \omega_{0}^{3}\right)\left\langle E_{0} V\right\rangle_{0}}{1-\left(g /\langle E\rangle_{0}\right)\langle V\rangle_{0}-g C\left(2 \pi / \omega_{0}\right)\langle V\rangle_{0}}$.

Now, for order $0,(x, p)$ is a Gaussian process, so that using functional techniques, ${ }^{10}$ we have

$$
\begin{equation*}
\left\langle V x^{2}\right\rangle_{0}=\langle V\rangle_{0}\left\langle x^{2}\right\rangle_{0}+\left\langle V^{\prime \prime}\right\rangle_{0}\left\langle x^{2}\right\rangle_{0}^{2} \tag{3.16}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\left\langle x^{2}\right\rangle_{0}=\frac{\langle E\rangle_{0}}{m \omega_{0}^{2}}=\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}} \tag{3.17}
\end{equation*}
$$

Thus we obtain the same Eq. (2.28) with $\left\langle x_{0}^{2}\right\rangle$ given by Eq. (2.7). However, since the expressions given by (2.7) and (2.28) are only valid if no high-frequency contributions are present, we may conclude that the results obtained by the MAM are correct only if no high-frequency contributions are present.

## B. Calculation of $\left\langle\boldsymbol{v}^{\boldsymbol{2}}\right\rangle$

The only difference with the calculation of the previous section is the term $\left\langle v^{2} V\right\rangle_{0}=\left\langle v^{2}\right\rangle_{0}\langle V\rangle_{0}$ which appears in place of $\left\langle x^{2} V\right\rangle_{0}$. Thus it is easy to see that the result here coincides with (2.25) with $\left\langle v_{0}^{2}\right\rangle=\pi S_{f}\left(\omega_{0}\right) / \tau \omega_{0}^{2}$. Again the MAM gives the correct result to first order in $g$ if no highfrequency contributions are present. If we consider $p_{e k}$ in order to define $\langle E\rangle$ the MAM gives the correct result for spectral densities satisfying $S_{f}(\omega) \leqslant N \omega^{2+r}$ for $\omega \gg \omega_{0}$ and $0<r<1$, as is the case for the spectral density of SED, (2.12). [Note that for the calculation of $\left\langle p_{e k}^{2}\right\rangle / m^{2}$ one must take $S=\omega_{0}^{4} S_{f} / \omega^{2}$ in (A5).]

## C. A special property of the $\omega^{2}$ spectrum

Consider now the spectral density of SED (2.12). In this case we have seen that using $p_{e k},\langle E\rangle \simeq\langle E\rangle_{0}+g\langle V\rangle_{0}$ [cf. (2.28)]. Taking into account (2.12), (3.1), and (3.3) we have that

$$
\begin{equation*}
W_{0} \simeq N \exp \left[-\int^{E} d E^{\prime} \frac{2}{\hbar \omega\left(E^{\prime}\right)}\right]=N e^{-2 J / \hbar} \tag{3.18}
\end{equation*}
$$

Thus $J=\hbar / 2$, independent of the potential. This result is correct to first order ing.

Note that this permits a simple calculation of the energy through the classical relation

$$
\begin{equation*}
E=\int d J \omega(J) \tag{3.19}
\end{equation*}
$$

combined with (3.4). We find again that

$$
\begin{equation*}
\langle E\rangle \simeq \hbar \omega_{0} / 2+g\langle V\rangle_{0} . \tag{3.20}
\end{equation*}
$$

## IV. COMPARISON BETWEEN DPM AND MAM TO SECOND ORDER

We have shown in previous sections that, if there are no high-frequency contributions, the DPM and MAM give the same mean values to first order in the anharmonic coupling constant $g$. In this section we compare the two methods taking into account the second order in $g$ for the quartic anharmonic oscillator $V=m x^{4}$.
(A) We first consider the Markov approximation. The phase-space probability density is given by (3.1), where $G^{E} / G^{E E}$ can be obtained from (3.2). To second order in g, $G^{E} / G^{E E}$ contains contributions of the spectral density, $S_{f}$,
at frequencies given by the first harmonic $3 \omega_{0}$ and not only at frequencies close to $\omega_{0}^{2}$ :

$$
\begin{align*}
\frac{G^{E}}{G^{E E}}= & \frac{\tau \omega(E)}{\pi m S_{f}(\omega(E))}\left[1+\frac{9}{16}\left(\frac{E g}{m \omega_{0}^{4}}\right)^{2}\right. \\
& \left.\times\left(9-\frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)+O\left(g^{3}\right)\right] \tag{4.1}
\end{align*}
$$

Using ${ }^{2}$

$$
\begin{equation*}
\omega(E) \simeq \omega_{0}\left[1+3 \frac{g E}{m \omega_{0}^{4}}-\frac{69}{4}\left(\frac{g E}{m \omega_{0}^{4}}\right)^{2}\right] \tag{4.2}
\end{equation*}
$$

in (4.1), we get the phase-space probability density to second order in $g$ in the following form:

$$
\begin{align*}
W_{0}(E)= & N e^{-E /(E\rangle_{0}}\left[1-\frac{\alpha g E^{2}}{2 m \omega_{0}^{4}\langle E\rangle_{0}}+\frac{\alpha^{2}}{8}\left(\frac{g E^{2}}{m \omega_{0}^{4}\langle E\rangle_{0}}\right)^{2}\right. \\
& \left.-\frac{\beta}{3}\left(\frac{g E}{m \omega_{0}^{4}}\right)^{2} \frac{E}{\langle E\rangle_{0}}\right] \tag{4.3}
\end{align*}
$$

where $\langle E\rangle_{0}$ is given by (3.8a) and

$$
\begin{align*}
\alpha= & 6-3 \omega_{0}\left[S_{f}^{\prime}\left(\omega_{0}\right) / S_{f}\left(\omega_{0}\right)\right]  \tag{4.4a}\\
\beta= & -\frac{327}{16}-\frac{3}{4} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}-\frac{9}{2} \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)} \\
& +9\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}-\frac{9}{16} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)} . \tag{4.4b}
\end{align*}
$$

From (4.3) we obtain the mean energy to second order ing,
$\langle E\rangle \simeq \frac{\pi m S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{2}}\left[1+\frac{\pi g S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{6}}\right.$

$$
\begin{align*}
& \times\left(-15+6 \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)+\left(\frac{\pi g S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{6}}\right)^{2} \\
& \times\left(\frac{5493}{8}-\frac{819}{2} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+36\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}\right. \\
& \left.\left.+27 \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{27}{8} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)\right] . \tag{4.5}
\end{align*}
$$

(B) As concerns the direct perturbation method, to second order in $g$ we have

$$
\begin{equation*}
\left\langle x^{2}\right\rangle \simeq\left\langle x_{0}^{2}\right\rangle+2 g\left\langle x_{0} x_{1}\right\rangle+g^{2}\left(\left\langle x_{1}^{2}\right\rangle+2\left\langle x_{0} x_{2}\right\rangle\right) \tag{4.6}
\end{equation*}
$$

From (2.13) it is straightforward to get when $V=m x^{4}$,

$$
\begin{align*}
\left\langle x_{1}^{2}\right\rangle= & 96 \int_{-\infty}^{+\infty} d \omega \int_{-\infty}^{+\infty} d \omega_{1} \int_{-\infty}^{+\infty} d \omega_{2}|\widetilde{R}(\omega)|^{2} \widetilde{C}\left(\omega_{1}\right) \\
& \times \widetilde{C}\left(\omega_{2}\right) \widetilde{C}\left(\omega-\omega_{1}-\omega_{2}\right) \\
& +144\left\langle x_{0}^{2}\right\rangle^{2} \int_{-\infty}^{+\infty} d \omega|\widetilde{R}(\omega)|^{2} \widetilde{C}(\omega) \tag{4.7}
\end{align*}
$$

where [see (2.17) and (2.20)]

$$
\begin{align*}
& \widetilde{C}(\omega)=S_{f}(\omega) /\left[\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+\tau^{2} \omega_{0}^{4} \omega^{2}\right],  \tag{4.8a}\\
& \widetilde{R}(\omega)=(1+i \tau \omega) /\left(\omega_{0}^{2}-\omega^{2}+i \tau \omega_{0}^{2} \omega\right), \tag{4.8b}
\end{align*}
$$

and $\left\langle x_{0}^{2}\right\rangle$ is given by (2.4). In a similar way we get from (2.2)

$$
\begin{align*}
\left\langle x_{0} x_{2}\right\rangle= & 288 \int_{-\infty}^{+\infty} d \omega \int_{-\infty}^{+\infty} d \omega_{1} \int_{-\infty}^{+\infty} d \omega_{2} \widetilde{R}(\omega) \widetilde{R}\left(\omega_{1}\right) \widetilde{C}(\omega) \widetilde{C}\left(\omega_{2}\right) \widetilde{C}\left(\omega-\omega_{1}-\omega_{2}\right) \\
& +144\left\langle x_{0}^{2}\right\rangle^{2} \int_{-\infty}^{+\infty} d \omega \widetilde{R}^{2}(\omega) \widetilde{C}(\omega)+288\left\langle x_{0}^{2}\right\rangle \int_{-\infty}^{+\infty} d \omega \int_{-\infty}^{+\infty} d \omega_{1} \widetilde{R}(\omega) \widetilde{R}\left(\omega_{1}\right) \widetilde{C}(\omega) \widetilde{C}\left(\omega_{1}\right) . \tag{4.9}
\end{align*}
$$

If we consider spectral densities, $S_{f}$, such that there are no high-frequency contributions, $\left\langle x_{0}^{2}\right\rangle$ is given by (2.7), and the calculation of the integrals in (4.7) and (4.9) is straightforward, but very cumbersome. We give here just the results

$$
\begin{align*}
\begin{aligned}
& \int_{-\infty}^{+\infty} d \omega|\widetilde{R}(\omega)|^{2} \widetilde{C}^{3}(\omega) \simeq \frac{1}{\omega_{0}^{4}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[\frac{3}{16 \tau^{2} \omega_{0}^{2}}+\frac{217}{256}-\frac{81}{128} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right. \\
&\left.+\frac{27}{128} \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{3}{64}\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}+\frac{3}{256} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] \\
& \int_{-\infty}^{+\infty} d \omega|\widetilde{R}(\omega)|^{2} \widetilde{C}(\omega) \simeq \frac{1}{\omega_{0}^{4}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)\left[\frac{1}{2 \tau^{2} \omega_{0}^{2}}+1-\frac{5}{16} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{\omega_{0}^{2}}{16} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right], \\
& \int_{-\infty}^{+\infty} d \omega \int_{-\infty}^{+\infty} d \omega_{1} \widetilde{R}(\omega) \widetilde{R}\left(\omega_{1}\right) \widetilde{C}(\omega) \widetilde{C}^{2}\left(\omega-\omega_{1}\right) \\
& \simeq \frac{1}{\omega_{0}^{4}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[-\frac{1}{32 \tau^{2} \omega_{0}^{2}}+\frac{69}{256}-\frac{15}{256} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}-\frac{1}{128}\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}\right. \\
&\left.-\frac{5}{256} \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{1}{256} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right], \\
& \int_{-\infty}^{+\infty} d \omega \widetilde{R}^{2}(\omega) \widetilde{C}(\omega) \simeq \frac{1}{\omega_{0}^{4}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)\left[-\frac{1}{4 \tau^{2} \omega_{0}^{2}}+1-\frac{13}{32} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{\omega_{0}^{2}}{32} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] .
\end{aligned}
\end{align*}
$$

As concerns the last integral in (4.9), it can be obtained from (A5). From (2.7), (4.7), (4.9), and (4.10) we get the second-order contribution to $\left\langle x^{2}\right\rangle$

$$
\begin{align*}
\left\langle x_{1}^{2}\right\rangle+2\left\langle x_{0} x_{2}\right\rangle \simeq & \frac{1}{\omega_{0}^{4}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[\frac{9957}{8}-\frac{1089}{2} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+36\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}\right. \\
& \left.+27 \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{27}{8} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] \tag{4.11}
\end{align*}
$$

It is straightforward to check that the same result is obtained by using the MAM from (4.3). We note that a previous calculation ${ }^{12}$ for a quartic anharmonic asocillator in SED showed a divergence for the DPM to order $g^{2}$. We have shown that a correct evaluation of (4.7) and (4.9) lead to the convergent result (4.11).

As concerns $\left\langle v^{2}\right\rangle$, we have

$$
\begin{equation*}
\left\langle v^{2}\right\rangle \simeq\left\langle v_{0}^{2}\right\rangle+2 g\left(v_{0} v_{1}\right\rangle+g^{2}\left(\left\langle v_{1}^{2}\right\rangle+2\left\langle v_{0} v_{2}\right\rangle\right) \tag{4.12}
\end{equation*}
$$

It is easy to show that $\left\langle v_{1}^{2}\right\rangle$ and $\left\langle v_{0} v_{2}\right\rangle$ are given by (4.7) and (4.9) if we introduce a factor $\omega^{2}$ in the integrals. The calculation of the integrals appearing in these expressions leads to

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d \omega \omega^{2}|\widetilde{R}(\omega)|^{2} \widetilde{C^{3}}(\omega) \simeq \frac{1}{\omega_{0}^{2}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[\frac{3}{16 \tau^{2} \omega_{0}^{2}}+\frac{153}{256}-\frac{69}{128} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{3}{64}\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}\right. \\
&  \tag{4.13a}\\
& \left.\quad+\frac{27}{128} \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{3}{256} \frac{S_{f}\left(3 \omega_{0}\right.}{S_{f}\left(\omega_{0}\right)}\right]  \tag{4.13b}\\
& \int_{-\infty}^{+\infty} d \omega \omega^{2}|\widetilde{R}(\omega)|^{2} \widetilde{C}(\omega) \simeq \frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{6}}\left[\frac{1}{2 \tau^{2} \omega_{0}^{2}}+\frac{1}{2}-\frac{\omega_{0}}{16} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{\omega_{0}^{2}}{16} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] \\
& \int_{-\infty}^{+\infty} d \omega \int_{-\infty}^{+\infty} d \omega_{1} \omega^{2} \widetilde{R}(\omega) \widetilde{R}\left(\omega_{1}\right) \widetilde{C}(\omega) \widetilde{C^{2}}\left(\omega-\omega_{1}\right) \\
& \simeq \frac{1}{\omega_{0}^{2}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[-\frac{1}{32 \tau^{2} \omega_{0}^{2}}+\frac{5}{256}-\frac{3 \omega_{0}}{256} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}-\frac{1}{128}\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}\right.  \tag{4.13c}\\
& \left.\quad-\frac{5 \omega_{0}^{2}}{256} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{1}{256} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right],  \tag{4.13d}\\
& \int_{-\infty}^{+\infty} d \omega \omega^{2} \widetilde{R}^{2}(\omega) \widetilde{C}(\omega) \simeq \frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{6}}\left[-\frac{1}{4 \tau^{2} \omega_{0}^{2}}+\frac{1}{4}-\frac{9 \omega_{0}}{32} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{\omega_{0}^{2}}{32} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right]
\end{align*}
$$

Using (2.7), (4.7), (4.9), (4.13), and (A5), we get

$$
\begin{align*}
\left\langle v_{1}^{2}\right\rangle+2\left\langle v_{0} v_{2}\right\rangle \simeq & \frac{1}{\omega_{0}^{2}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[\frac{4005}{8}-\frac{729}{2} \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right. \\
& \left.+36\left(\omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)^{2}+27 \omega_{0}^{2} \frac{S_{f}^{\prime \prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}+\frac{27}{8} \frac{S_{f}\left(3 \omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] \tag{4.14}
\end{align*}
$$

It can be again checked that MAM leads to the same result.
Finally, in order to obtain $\langle E\rangle$ for the quartic anharmonic oscillator to second order in $g$, we need to evaluate $\left\langle x^{4}\right\rangle$ to first order in $g$, given by

$$
\begin{equation*}
\left\langle x^{4}\right\rangle \simeq\left\langle x_{0}^{4}\right\rangle+4 g\left\langle x_{0}^{3} x_{1}\right\rangle \tag{4.15}
\end{equation*}
$$

Using (2.13), we obtain

$$
\begin{align*}
\left\langle x_{0}^{3} x_{1}\right\rangle= & -36\left\langle x_{0}^{2}\right\rangle^{2} \int_{-\infty}^{+\infty} d \omega \widetilde{R}(\omega) \widetilde{C}(\omega) \\
& -24 \int_{-\infty}^{+\infty} d \omega \widetilde{R}(\omega) \widetilde{C^{3}}(\omega) \tag{4.16}
\end{align*}
$$

The integrals in (4.16) are given by

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d \omega \widetilde{R}(\omega) \widetilde{C}(\omega) \simeq \frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{6}}\left[1-\frac{\omega_{0}}{4} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] \tag{4.17a}
\end{equation*}
$$

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d \omega \widetilde{R}(\omega){\widetilde{C^{3}}}^{\mathbf{3}}(\omega) \\
& \simeq \frac{1}{\omega_{0}^{2}}\left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{3}\left[\frac{7}{16}-\frac{3 \omega_{0}}{32} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right] . \tag{4.17b}
\end{align*}
$$

Then, we get

$$
\begin{align*}
\left\langle x^{4}\right\rangle \simeq & \left(\frac{\pi S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{4}}\right)^{2}\left[3+\frac{\pi g S_{f}\left(\omega_{0}\right)}{\tau \omega_{0}^{6}}\right. \\
& \left.\times\left(-186+45 \omega_{0} \frac{S_{f}^{\prime}\left(\omega_{0}\right)}{S_{f}\left(\omega_{0}\right)}\right)\right] \tag{4.18}
\end{align*}
$$

From (4.11), (4.14), and (4.18) it is verified that the DPM and MAM lead to the same result for $\langle E\rangle$ to second order in $g$ given by (4.5).

## V. CONCLUSIONS

In this paper we have compared two methods for solving for the motion of a charge in a random Gaussian electric
field, the direct perturbation method (DPM) and the Markov approximation method (MAM). We have shown that if there are no high-frequency contributions, the two methods coincide to first order in the anharmonic coupling constant $g$. If high-frequency contributions exist, the DPM includes them whereas the MAM always eliminates them. The MAM is then not valid when frequencies $\omega \gg \omega_{0}$ contribute, which happens for some divergent spectral densities.

Explicit results have been obtained for the mean values of $\left\langle x^{2}\right\rangle,\left\langle v^{2}\right\rangle$ and the energy to first order in $g$. These results are valid for arbitrary anharmonic potentials, $V$, and for random fields without high-frequency contributions.

We have also shown that the two methods give the same results to second order ing, for the quartic anharmonic oscillator. The agreement holds for any spectral density of the noise, such that there is no high-frequency contribution. It is reasonable to expect the same result for any perturbing potential.

Finally, we have shown that agreement of the average energy in stochastic electrodynamics (spectral density proportional to $\omega^{3}$ ) with that of quantum mechanics, due to a precise cancellation of a term in the expression for $\langle E\rangle$ that in general would be proportional to $V^{\prime \prime}$, has its origin in the fact that the average action is $\hbar / 2$ ( to first order in the anharmonic coupling constant). However, this agreement with quantum mechanics does not continue to second order. ${ }^{2}$ This result has been obtained using the MAM, but as we have shown the DPM leads to the same conclusion: no agreement is obtained with quantum mechanics to second order in $g$.
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## APPENDIX: ANALYSIS OF HIGH-FREQUENCY CONTRIBUTIONS

In this appendix we calculate the following integral:

$$
\begin{equation*}
I=\int_{0}^{\infty} d \omega S(\omega) \frac{\omega_{0}^{2}-\omega^{2}+\tau^{2} \omega_{0}^{2} \omega^{2}}{\left[\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+\tau^{2} \omega_{0}^{4} \omega^{2}\right]^{2}} \tag{A1}
\end{equation*}
$$

The calculation of $I$ to first order in $\tau \omega_{0}$ can be done by dividing the interval of integration into three subintervals: $J_{1} \equiv\left(0, \omega_{0}\left(1-\left(\tau \omega_{0}\right)^{1 / 4}\right)^{1 / 2}\right)$ for frequencies $\omega<\omega_{0}$, which never contribute to order $\tau \omega_{0} ; J_{2} \equiv\left(\omega_{0}\left(1-\left(\tau \omega_{0}\right)^{1 / 4}\right)^{1 / 2}\right.$, $\left.\omega_{0}\left(1+\left(\tau \omega_{0}\right)^{1 / 4}\right)^{1 / 2}\right)$, which gives the contribution corresponding to $\omega \simeq \omega_{0}$; and $J_{3} \equiv\left(\omega_{0}\left(1+\left(\tau \omega_{0}\right)^{1 / 4}\right)^{1 / 2}, \infty\right)$, which only contributes for noise with a spectral density giving high-frequency contributions.

By making the substitution $v=\left(\omega^{2}-\omega_{0}^{2}\right) / \omega_{0}^{2}, I_{1}$, the integral corresponding to $J_{1}$, has the form

$$
\begin{align*}
I_{1} & \simeq-\frac{1}{2 \omega_{0}^{5}} \int_{-1}^{-\left(\tau \omega_{0}\right)^{1 / 4}} d v \frac{S\left(\omega_{0}(1+v)^{1 / 2}\right)}{(1+v)^{1 / 2} v^{3}} \\
& \lesssim \frac{M}{\omega_{0}^{5}\left(\tau \omega_{0}\right)^{3 / 4}} \tag{A2}
\end{align*}
$$

where $M=\sup _{J_{1}} S(\omega)$ is of order $\tau$. Thus $I_{1}=O\left(\tau^{1 / 4}\right)$, so it is ignorable, as was claimed.

For $I_{2}$, let us make the substitution $\tau \omega_{0} u=\left(\omega^{2}-\omega_{0}^{2}\right) /$ $\omega_{0}^{2}$. Then

$$
\begin{align*}
I_{2} & \simeq \int_{-\left(\tau \omega_{0}\right)^{3 / 4}}^{\left(\tau \omega_{0}\right)^{-3 / 4}} \frac{\left[S\left(\omega_{0}\right)+\tau \omega_{0}^{2} u S^{\prime}\left(\omega_{0}\right) / 2\right]\left[-u+\tau \omega_{0}\right]}{2 \tau^{2} \omega_{0}^{7}\left(1+\tau \omega_{0} u / 2\right)\left(u^{2}+1\right)^{2}\left(1+2 \tau \omega_{0} u /\left(u^{2}+1\right)\right)} \\
& \simeq \frac{1}{2} \int_{-\infty}^{\infty} d u\left(\tau \omega_{0}^{6}\right)^{-1}\left\{\frac{S\left(\omega_{0}\right)}{\left(u^{2}+1\right)^{2}}\left[1+\frac{u^{2}}{2}+\frac{2 u^{2}}{u^{2}+1}\right]-\frac{\omega_{0} S^{\prime}\left(\omega_{0}\right) u^{2}}{2\left(u^{2}+1\right)^{2}}\right\} . \tag{A3}
\end{align*}
$$

Using

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{d u}{\left(u^{2}+1\right)^{n}}=\left.\frac{(-1)^{n-1}}{(n-1)!} \pi \frac{d^{n-1}}{d \lambda^{n-1}} \lambda^{-1 / 2}\right|_{\lambda=1} \tag{A4}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
I_{2} \simeq\left(\pi / 2 \tau \omega_{0}^{6}\right)\left[S\left(\omega_{0}\right)-\left(\omega_{0} / 4\right) S^{\prime}\left(\omega_{0}\right)\right] \tag{A5}
\end{equation*}
$$

For $I_{3}$, if $S(\omega)$ is bounded by some power of $\omega$ for all $\omega>\omega_{0}$, i.e., if $S(\omega) \leqslant N \tau \omega^{n}$, where $N$ is a constant of order 1 , then it is always possible to find $0<k<1$ so that the integral over the interval $\left(\omega_{0}\left(1+\left(\tau \omega_{0}\right)^{1 / 4}\right)^{1 / 2}, \omega_{0}\left(1+\left(\tau \omega_{0}\right)^{-k}\right)^{1 / 2}\right)$ is ignorable. To see this, call it $I_{3}^{1}$ and make the variable change $\omega=\omega_{0}(1+v)^{1 / 2}$. Then

$$
\begin{align*}
I_{3}^{1} & \leqslant \int_{\left(\tau \omega_{0}\right)^{1 / 4}}^{\left(\tau \omega_{0}\right)^{-k}} d v \frac{N \tau \omega_{0}^{n}(1+v)^{(n-1) / 2}}{2 \omega_{0}^{5} v^{3}} \\
& \lesssim N \omega_{0}^{n-6} / 2\left(\tau \omega_{0}\right)^{1 / 4-[k(n+1) / 2]} \tag{A6}
\end{align*}
$$

Now call $I_{3}^{2}$ the part that is left. We have

$$
\begin{equation*}
I_{3}^{2} \simeq-\int_{\omega_{0}\left(\tau \omega_{0}\right)^{-k / 2}}^{\infty} d \omega \frac{S(\omega)}{\omega^{6}} \tag{A7}
\end{equation*}
$$

Thus if $S(\omega) \leqslant N \omega^{4+r}$ for $\omega>\omega_{0}$, where $0<r<1$ and $N$ is of order $1, I_{3}^{2}$ is ignorable.

Therefore for this kind of spectral density without highfrequency contributions, $I$ is given by (A5).
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#### Abstract

Coexistence of periodic points is investigated in area-preserving reversible dynamical systems on a plane which are not necessarily close to an integrable one. It is shown that on the symmetry axis a higher cycle implies a lower cycle and any cycle implies an infinite number of higher cycles. The standard map is investigated as an example. It is shown that $k$-cycles for any $k \geqslant 2$ densely fill the phase plane of the map as the parameter goes to infinity. In addition, the number of these cycles are estimated.


## I. INTRODUCTION

In one-dimensional dynamical systems on a line, a beautiful result is obtained by Sarkovskii ${ }^{1}$ on the coexistence of cycles (or periodic points). Let $n_{1}$ and $n_{2}$ be two natural numbers. If an existence of an $n_{1}$-cycle implies the existence of an $n_{2}$-cycle, then we write $n_{1}<n_{2}$. Sarkovskii's result is as follows.

Theorem: $\quad 3<5<7<9<11<\cdots<3 \cdot 2<5 \cdot 2<7 \cdot 2$ $<\cdots<3 \cdot 2^{2}<5 \cdot 2^{2}<\cdots<2^{3}<2^{2}<2<1$.

Sarkovskii obtained his result essentially by using the intermediate-value theorem. This suggests that a simple geometrical consideration in higher dimensions should be effective to a certain extent.

In the present paper, we consider the problem of the coexistence of cycles for two-dimensional area-preserving dynamical systems with reversibility which are not necessarily close to an integrable one. Corresponding to the interme-diate-value theorem for one-dimensional systems, we utilize the Jordan curve theorem. An advantage of considering reversible systems ${ }^{2,3}$ is that these systems have a symmetry axis and that cycles of a certain type, which are called symmetric cycles, have their points on the symmetry axis. In a sense, the problem of finding cycles reduces to one dimension. Frequently, these symmetric cycles play an important role when investigating the global structure of the systems. It is to be noticed here that Mather ${ }^{4}$ has recently proved a theorem on the coexistence of periodic and quasiperiodic points in maps which satisfy the twist condition. His result heavily depends on the twist condition. Therefore his method seems not applicable to our problem.

In Sec. II, we state the problem and the results on the coexistence of cycles. We consider a surface map not necessarily defined for the whole plane $\mathbb{R}^{2}$. The domain of the surface map $T^{n}$ shrinks as $n$ increases. This situation is realized in the restricted three-body problem. ${ }^{5}$ Our results are expressed in the form of three theorems. Theorems 1 and 2 are obtained essentially by the Jordan curve theorem. Theorem 3 utilizes the area-preserving property. As consequences, we shall show the coexistence of countably many cycles and uncountably many accumulation points of cycles.

In Sec. III, we investigate the standard map as an exam-

[^9]ple of reversible systems. We shall show that $k$-cycles for any $k \geqslant 2$ densely fill the phase plane as the parameter $K$ goes to infinity. In addition, the number of cycles will be estimated. It turns out that the number of two-cycles increases in proportion to $K^{2}$ as $K \rightarrow \infty$ and that the number of $k$-cycles for $k \geqslant 3$ increases at least in proportion to $K^{k / 2}$ for an even $k$ and in proportion to $K^{(k+1) / 2}$ for an odd $k$.

## II. STATEMENT OF THE PROBLEM AND THE RESULTS

Let $W_{1}$ be a closed region in the plane $\mathbb{R}^{2}$ surrounded by a piecewise smooth Jordan curve. Let us consider a map $T$ : $W_{1} \rightarrow \mathbb{R}^{2}$. We assume that $T$ is (1) analytic in $W_{1}-\partial W_{1}$ and homeomorphic in $\partial W_{1}$, (2) area preserving, and (3) reversible.

Reversibility is expressed as follows. ${ }^{3}$ Let $R$ be the reflection of points with respect to a symmetry axis of the plane. Then we have

$$
\begin{equation*}
T^{n} R=R T^{-n} \quad \text { for } n=0, \pm 1, \pm 2, \ldots \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
R^{2}=I \tag{2}
\end{equation*}
$$

The domains $W_{n+1}$ of $T^{n+1}$ are obtained by

$$
\begin{equation*}
W_{n+1}=T^{-n}\left(T^{n} W_{n} \cap W_{1}\right) \quad \text { for } n=1,2, \ldots \tag{3}
\end{equation*}
$$

Let

$$
\begin{equation*}
W_{\infty}=\bigcap_{n=1}^{\infty} W_{n} \quad \text { and } \quad W=\bigcap_{n=1}^{\infty} T^{n} W_{\infty} . \tag{4}
\end{equation*}
$$

Then $W$ is the invariant set under $T^{\boldsymbol{n}}$ for an arbitrary integer $n$. By reversibility we have

$$
\begin{equation*}
T^{n} W_{n}=R W_{n} \quad \text { for } n=1,2, \ldots \tag{5}
\end{equation*}
$$

Let

$$
\begin{equation*}
W_{-1}=T W_{1} \tag{6}
\end{equation*}
$$

Then $W_{-1}$ is the domain of $T^{-1}$. The domains $W_{-n-1}$ of $T^{-n-1}$ are obtained successively by
$W_{-n-1}=T^{n}\left(T^{-n} W_{-n} \cap W_{-1}\right)$ for $n=1,2, \ldots$.
Let

$$
\begin{equation*}
W_{-\infty}=\bigcap_{n=1}^{\infty} W_{-n} \tag{8}
\end{equation*}
$$

Then the invariant set $W$ is given also by

$$
\begin{equation*}
W=\bigcap_{n=1}^{\infty} T^{-n} W_{-\infty} . \tag{9}
\end{equation*}
$$

With the aid of the equality $T W_{n+1}=W_{n} \cap T W_{1}$ which is readily verified, we obtain simple relations between $W_{n}$ and $W_{-n}$ as

$$
\begin{equation*}
W_{-n}=T^{n} W_{n} \quad \text { for } n=1,2, \ldots \tag{10}
\end{equation*}
$$

which show in view of Eq. (5) that $W_{n}$ and $W_{-n}$ are symmetric to each other with respect to the symmetry axis.

In general, the sets $W_{n}$ and hence $T^{n} W_{n}$ and $W_{-n}$ are composed of a finite number of connected components. However, we assume for simplicity of description that each $W_{n}$ is composed of one arcwise connected component. This assumption corresponds to the fact that we consider only a component which contains $\mathbf{M}_{n}$ [see Eqs. (12) and (14)]. Following DeVogelaere, ${ }^{3}$ let

$$
\begin{equation*}
M_{n}=T^{n} R \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{M}_{n}=\left\{p \mid p=M_{n} p\right\}, \quad n=0, \pm 1, \pm 2, \ldots \tag{12}
\end{equation*}
$$

By definition, $\mathbf{M}_{0}$ is the symmetry axis. Let

$$
\begin{equation*}
\mathbf{M}_{n, m}=\mathbf{M}_{n} \cap \mathbf{M}_{m} \text { for } n \neq m \tag{13}
\end{equation*}
$$

$\mathbf{M}_{n, m}$ is a set of symmetric cycles. In particular, $\mathbf{M}_{1,0}$ is the set of symmetric one-cycles (fixed points). For more details on $\mathbf{M}_{n}$ and $\mathbf{M}_{n, m}$, see DeVogelaere. ${ }^{3}$ It is easily seen that
$\mathbf{M}_{n} \subset T^{n} W_{n}=W_{-n} \quad$ and $\quad \mathbf{M}_{-n} \subset W_{n} \quad$ for $n=1,2, \ldots$.

If $n$ points $p_{1}, p_{2}, \ldots, p_{n}$ constitute an $n$-cycle, they are said to belong to this $n$-cycle. We denote intervals on the symmetry axis by $(p, q),[p, q]$, etc. for brevity where $p$ and $q$ are points on the symmetry axis.

Now let us state our main results. Proofs of the lemmas are given in the Appendix.

Lemma 1: Let $q_{1}, q_{2} \in \mathbf{M}_{0}$ belong to a $2 n$-cycle. Then, the behavior of the symmetry axis around $q_{1}$ and $q_{2}$ under the operation of $T^{n}$ is one of the cases illustrated in Fig. 1 or those symmetric to them with respect to the symmetry axis.

With the aid of Lemma 1 and the Jordan curve theorem, we can prove the following.

Theorem 1: If $q_{1}, q_{2} \in \mathbf{M}_{0}$ belong to a $2 n$-cycle, and if $\left(q_{1}, q_{2}\right) \subset W_{n}$, then there is a fixed point of $T^{n}$ in $\left(q_{1}, q_{2}\right)$.

Proof: We assume that a fixed point of $T^{n}$ does not exist and show that this leads to a contradiction. The interval ( $q_{1}, q_{2}$ ) may contain other $2 n$-cycle points $r_{i}(i=1,2, \ldots, m)$. Without loss of generality, we can assume that there are no two points in $r_{i}$ which belong to a single $2 n$-cycle. Actually, if there exist these points, say $r_{k}$ and $r_{l}$, then we only need to put $q_{1}=r_{k}$ and $q_{2}=r_{l}$, and start our discussion from the beginning. Thus we have $\left(q_{1}, q_{2}\right) \cap T^{n}\left(q_{1}, q_{2}\right)=\varnothing$. The curve $\left[q_{1}, q_{2}\right] \cup T^{n}\left[q_{1}, q_{2}\right]$ forms a Jordan curve, which we shall denote by $C$ including its orientation. Here, we take the orientation of $C$ as proceeding from $q_{1}$ to $q_{2}$ on the symmetry axis. Let $D$ be the interior of $C$. Let $C^{\prime}$ and $D^{\prime}$ be the sets symmetric to $C$ and $D$ with respect to the symmetry axis. By reversibility, we have

$$
\begin{equation*}
T^{n} C^{\prime}=C \quad \text { and } \quad T^{n} D^{\prime}=D \tag{15}
\end{equation*}
$$

(1)

(2)

(3)

(4)

(5)


FIG. 1. Images of the symmetry axis near an even cycle on it. Two points $q_{1}$ and $q_{2}$ belong to a single $2 n$-cycle. A portion of the symmetry axis around $q_{1}$ (indicated by an arrow centered at $q_{1}$ ) is mapped by $T^{n}$ into the curve around $q_{2}$. Also, a portion of the symmetry axis around $q_{2}$ is mapped into the curve around $q_{1}$.

Let $T^{n} r_{k}(1 \leqslant k \leqslant m)$ in $\left\{T^{n} r_{i}\right\}$ be the nearest point on the symmetry axis to $q_{1}$ from the left, and let $\gamma=\left(T^{n} r_{k}, q_{1}\right)$. Since $\gamma \cap C=\varnothing$, we have by the Jordan curve theorem

$$
\begin{equation*}
\gamma \subset D \quad \text { or } \quad \gamma \cap D=\varnothing \tag{16}
\end{equation*}
$$

On the other hand, since $\gamma$ is an interval on the symmetry axis, we have

$$
\begin{equation*}
\gamma \subset D \Leftrightarrow \gamma \subset D^{\prime}, \quad \gamma \cap D=\varnothing \Leftrightarrow \gamma \cap D^{\prime}=\varnothing . \tag{17}
\end{equation*}
$$

Now, let us follow the behavior of $\gamma$ under $T^{n}$ for each case in Fig. 1. The methods are almost identical, so we describe the first case and omit the remaining cases. Here $D$ is either on the right or left of $C$ (see, e.g., Kodaira ${ }^{6}$ ). If $D$ is on the right of $C$, then we have $\gamma \subset D$ and $T^{n} \gamma \cap D=\varnothing$. This contradicts Eqs. (15) and (17). If $D$ is on the left of $C$, then we have $T^{n} \gamma \subset D$ and $\gamma \cap D=\varnothing$. This also contradicts Eqs. (15) and (17). Thus a contradiction is derived assuming nonexistence of a fixed point of $T^{n}$. Q.E.D.

Lemma 2: Take a $p \in T^{n} W_{n}$ such that $p \neq M_{n} p$. Then there exists a point of $\mathbf{M}_{n}$ on an arbitrary $\operatorname{arc}$ in $T^{n} W_{n}$ connecting $p$ and $M_{n} p$.

Lemma 3: $\mathbf{M}_{n}$ is locally an analytical arc in $T^{n} W_{n}$.
For the proof of Lemma 3, see Finn. ${ }^{7}$ Using Lemmas 2 and 3, we can prove the following two lemmas.

Lemma 4: $\mathbf{M}_{n}$ divides $T^{n} W_{n}$ into two.
Lemma 5: $\mathbf{M}_{n}$ is a single arc.
From Lemmas 4 and 5 , we obtain the following.
Theorem 2: $\mathbf{M}_{n}$ is an arc dividing $T^{n} W_{n}$ into two.
We obtain the following theorem by the area-preserving property of the map.

Theorem 3: If $q_{1}, q_{2} \in \mathbf{M}_{0} \cap W$ belong to different cycles
and if $\left(q_{1}, q_{2}\right) \subset W$, then there exists a $q \in\left(q_{1}, q_{2}\right)$ such that $q$ belongs to a higher cycle than do $q_{1}$ and $q_{2}$.

Proof: Let $m$ and $n$ be arbitrary positive integers and $k=[m, n]$ the least common multiple. Let $q_{1}, q_{2} \in \mathbf{M}_{0} \cap W$ belong to $n$ - and $m$-cycles, respectively. Without loss of generality, we can regard that there is no cycle lower than $n$ or $m$ in $\left(q_{1}, q_{2}\right)$. For, if there exists such a point $q$, then it is enough to put $q_{1}=q$. Denote the interval $\left(q_{1}, q_{2}\right)$ by $\gamma$. By our assumption just above, $\gamma$ and $T^{k} \gamma$ have no common points, $\bar{\gamma} \cup T^{k} \bar{\gamma}$ forms a Jordan curve. Let us denote the interior of $\bar{\gamma} \cup T^{k} \bar{\gamma}$ by $D$ and the area of $D$ by $m(D)$. Let us consider the sequence $T^{j k} D(j=0,1,2, \ldots)$. It is evident that one of $D, T^{k} D, T^{2 k} D, \ldots, T^{i k} D(I=m(W) / 2(m(D))+1)$ has common points with the symmetry axis, i.e., one of $T^{k} \gamma, T^{2 k} \gamma, \ldots, T^{(l+1) k} \gamma$ intersects the symmetry axis. This means that $\gamma$ contains a cycle.
Q.E.D.

From the above theorems, we obtain several consequences. For simplicity, we restrict ourselves to the interior of the invariant set $\boldsymbol{W}$.

Corollary 1: An odd cycle on $\mathbf{M}_{0}$ implies a fixed point.
Proof: The method of proof is similar for any odd cycle, so we consider a three-cycle. Let $p_{1}, p_{2}$, and $p_{3}$ constitute a three-cycle. Suppose $p_{1}=T p_{3}=T^{2} p_{2}=T^{3} p_{1}$ and $p_{1} \in \mathbf{M}_{0}$. Then, $p_{1}=T p_{3}=T R p_{2}=M_{1} p_{2}$, that is, there is a point $p \in \mathbf{M}_{1}$ on an arbitrary arc connecting $p_{1}$ and $p_{2}$ by Lemma 2. On the other hand, $p_{3}=T p_{2}=T R p_{3}=M_{1} p_{3}$, i.e., $p_{3} \in \mathbf{M}_{1}$. Therefore $\mathbf{M}_{1} \cap \mathbf{M}_{0}=\mathbf{M}_{1,0} \neq \varnothing$. In fact, $p_{2}$ and $p_{3}$ are at the opposite sides with respect to $\mathbf{M}_{0}$ and $p$ can be chosen to be on the same side with $p_{2}$, hence $\mathbf{M}_{1}$, which is an arc passing through $p$ and $p_{3}$, intersects $\mathbf{M}_{0}$.
Q.E.D.

Directly from Theorem 1 and Corollary 1, we obtain the following.

Corollary 2: An $n$-cycle implies a fixed point for $n>1$. The following results are evident from Theorem 3.

Corollary 3: There exist denumerably many cycles between two arbitrary cycles on $\mathbf{M}_{0}$.

Corollary 4: There exist uncountably many accumulation points of cycles between two arbitrary cycles on $\mathbf{M}_{0}$.

Similar results hold on $\mathbf{M}_{1}$, the complementary symmetry curve. In the case where the surface itself is compact and $T$ can be operated arbitrarily many times on this surface, the above results hold on the whole surface.

## III. AN EXAMPLE: THE STANDARD MAP AS $K \rightarrow \infty$

Let us consider the standard map as an example. In particular, we consider the problem of the coexistence of cycles as the parameter $K$ goes to infinity. Our main purpose is to prove the following two theorems.

Theorem 4: For any integer $k>1, k$-cycles densely fill the phase plane of the standard map as $K \rightarrow \infty$.

Theorem 5: The number of two-cycles increases in proportion to $K^{2}$ as $K \rightarrow \infty$. For $k>2$, the number of $k$-cycles increases at least in proportion to $K^{k / 2}$ if $k$ is even and in proportion to $K^{(k+1) / 2}$ if $k$ is odd as $K \rightarrow \infty$.

We shall discuss in detail the case of two-cycles in Sec. III A. Section III B deals with the case of $k$-cycles for $k>2$.

The standard map has been extensively investigated. ${ }^{8-10}$ The map is given by

$$
\begin{align*}
T: x_{n+1} & =x_{n}+h_{n}(\bmod 1) \\
\theta_{n+1} & =\theta_{n}+x_{n+1}(\bmod 1) \tag{18}
\end{align*}
$$

where

$$
\begin{equation*}
h_{n}=h\left(\theta_{n}\right)=-(K / 2 \pi) \sin 2 \pi \theta_{n} \tag{19}
\end{equation*}
$$

The phase plane of the map is a torus. We take the square $-\frac{1}{2} \leqslant x \leqslant \frac{1}{2},-\frac{1}{2} \leqslant \theta \leqslant \frac{1}{2}$ as the fundamental domain of $T$ where opposite sides must be identified. The standard map is reversible. ${ }^{11,12}$ The main symmetry axes (or the set $\mathbf{M}_{0}$ of Sec. II) are the $x$ axis and the lines $\theta= \pm \frac{1}{2}$, while the complementary axes (or the set $M_{1}$ of Sec. II) are the lines $x=2 \theta$ and $x+1=2 \theta$. As is easily confirmed, the $\theta$ axis and the lines $x= \pm \frac{1}{2}$ have a similar property to that of the symmetry axes, that is, if their iterates intersect themselves, then the points of intersection are cycles.

## A. Two-cycles

Let three points $\left(x_{1}, \theta_{1}\right),\left(x_{2}, \theta_{2}\right),\left(x_{3}, \theta_{3}\right)$ be related by $\left(x_{3}, \theta_{3}\right)=T\left(x_{2}, \theta_{2}\right)=T^{2}\left(x_{1}, \theta_{1}\right)$. We obtain from Eq. (18)

$$
x_{3}=x_{1}+h_{1}+h_{2}, \quad \theta_{3}=\theta_{1}+h_{1}+h_{2}+x_{1}+x_{2}
$$

In order that these three points constitute a two-cycle, it is necessary and sufficient that they satisfy

$$
h_{1}+h_{2}=m \quad \text { and } \quad x_{1}+x_{2}=n
$$

for some integers $m$ and $n$. With the aid of Eq. (18), these conditions are rewritten as

$$
\begin{equation*}
h\left(\theta_{1}\right)+h\left(\theta_{1}+h\left(\theta_{1}\right) / 2+n / 2\right)=m \tag{20}
\end{equation*}
$$

and

$$
\begin{align*}
& \theta_{2}=\theta_{1}+h\left(\theta_{1}\right) / 2+n / 2 \\
& x_{1}=-h\left(\theta_{1}\right) / 2+n / 2  \tag{21}\\
& x_{2}=h\left(\theta_{1}\right) / 2+n / 2
\end{align*}
$$

with integers $m$ and $n$.
First, consider the case $m=n=0$. Equation (20) reduces to

$$
\begin{equation*}
2 \theta_{1}+l=(K / 4 \pi) \sin 2 \pi \theta_{1} \tag{22}
\end{equation*}
$$

where $l$ is an integer. Clearly, two-cycles of this type are on the complementary symmetry axes $x=2 \theta$ and $x+1=2 \theta$. If the value of $K$ is increased, two new two-cycles are born every time the graph $f_{1}(\theta)=(K / 4 \pi) \sin 2 \pi \theta$ crosses the graph $f_{2}(\theta)=2 \theta+l$. The value of $K$ at which new twocycles are born is given approximately by $K=4 \pi\left(l+\frac{1}{2}\right)-4 / \pi\left(l+\frac{1}{2}\right)$ when $K$ is sufficiently large. Therefore the number of two-cycles increases in proportion to $K$. Two-cycles densely fill the complementary axes as $K \rightarrow \infty$. In fact, for any $\epsilon>0$, and a large $N>0$, the slope ( $K$ / 2) $\cos 2 \pi \theta$ of $f_{1}(\theta)\left(0 \leqslant \theta \leqslant \frac{1}{2}\right)$ becomes larger than $N$ except for $\frac{1}{4}-\epsilon \leqslant \theta \leqslant \frac{1}{4}+\epsilon$ if we take $K$ sufficiently large. For this value of $K$, we can find at least one two-cycle in any interval of length $\delta \approx 1 /(N-2)$ contained in $0 \leqslant \theta \leqslant \frac{1}{4}-\epsilon$ or $\frac{1}{4}+\epsilon \leqslant \theta \leqslant \frac{1}{2}$.

Next, consider the case $m=0, n \neq 0$. It is easily seen that the case of an even $n$ reduces to the case $n=0$ and the case of an odd $n$ reduces to the case $n=1$. Therefore it suffices to consider the case $n=1$. In this case, Eq. (20) becomes

$$
\begin{equation*}
(K / 4 \pi) \sin 2 \pi \theta_{1}=l, \tag{23}
\end{equation*}
$$

where $l$ is an integer. Clearly, two-cycles are on the line $x=\frac{1}{2}$ ( or $x=-\frac{1}{2}$ ). The situation is similar to that in the preceding paragraph. Two new two-cycles are born each time when the value of $K$ passes through $4 \pi l(l=1,2, \cdots)$. Thus the number of two-cycles increases in proportion to $K$. Twocycles densely fill the line $x= \pm \frac{1}{2}$ as $K \rightarrow \infty$.

Finally, consider the case $m \neq 0$. The case of an even $n$ reduces to the case $n=0$ and the case of an odd $n$ reduces to the case $n=1$. Therefore it suffices to consider the cases $n=0$ and $n=1$. Let us consider the case $n=0$ in detail. Equation (20) becomes

$$
\begin{align*}
& (K / 2 \pi) \sin 2 \pi \theta_{1} \\
& \quad+(K / 2 \pi) \sin 2 \pi\left(\theta_{1}-(K / 4 \pi) \sin 2 \pi \theta_{1}\right)=m \tag{24}
\end{align*}
$$

where $m$ is an integer. Two-cycles of this type are on the curve $x=(K / 4 \pi) \sin 2 \pi \theta$ and their iterates on the curve $x=-(K / 4 \pi) \sin 2 \pi \theta$ because of Eq. (21).

Let us estimate the number of two-cycles of this type. Let

$$
\begin{align*}
& f_{1}(\theta)=(K / 2 \pi) \sin 2 \pi \theta  \tag{25}\\
& f_{2}(\theta)=(K / 2 \pi) \sin 2 \pi g(\theta)
\end{align*}
$$

where

$$
\begin{equation*}
g(\theta)=\theta-(K / 4 \pi) \sin 2 \pi \theta \tag{26}
\end{equation*}
$$

For a large $K>0$, the graph $g(\theta)$ has one negative peak of amplitude nearly equal to $K / 4 \pi$ at $\theta \approx \frac{1}{4}$ for $0 \leqslant \theta \leqslant \frac{1}{2}$. Therefore $f_{2}(\theta)$ oscillates approximately $2[K / 4 \pi]$ times with amplitude $K / 2 \pi$, where [ ] is the Gauss notation. The graph of $f_{1}+f_{2}$ oscillates $2[K / 4 \pi]$ times with amplitude $K / 2 \pi$, the centers of oscillations being on $f_{1}$. In each oscillation of am-


FIG. 2. The graph of $f_{1}(\theta)+f_{2}(\theta)=(K / 2 \pi) \sin 2 \pi \theta+(K /$ $2 \pi) \sin 2 \pi(\theta-(K / 4 \pi) \sin 2 \pi \theta)$ with $K / 2 \pi=10$. Two-cycles are obtained as points of intersection of $f=f_{1}+f_{2}$ with $f$ an integer.
plitude $K / 2 \pi$, the graph $f_{1}+f_{2}$ crosses the graph $f=$ integer $4[K / 4 \pi]$ times. Consequently, $f_{1}+f_{2}$ intersects $f=$ integer $8[K / 4 \pi]^{2}$ times for $0<\theta \leqslant \frac{1}{2}$ (see Fig. 2). As is easily verified, each point of intersection uniquely corresponds to a twocycle. Thus the number of two-cycles increases in proportion to $K^{2}$.

Now, two-cycles obtained from Eq. (24) with $m= \pm 1, \pm 2, \ldots$ densely fill the phase plane as $K \rightarrow \infty$. First, observe that these cycles densely fill the curve $x=(K)$ $4 \pi) \sin 2 \pi \theta$ as $K \rightarrow \infty$. In fact, two neighboring peaks of $f_{2}$, in which there are $2[K / 2 \pi]$ cycles, become arbitrarily close to each other everywhere in $-\frac{1}{2} \leqslant \theta \leqslant \frac{1}{2}$ as $K \rightarrow \infty$ since the slope of $g(\theta)$ becomes arbitrarily large except at $\theta= \pm \frac{1}{4}$. On the other hand, the curve $x=(K / 4 \pi) \sin 2 \pi \theta$ densely fills the phase plane as $K \rightarrow \infty$ since the slope of this curve becomes arbitrarily large except at $\theta= \pm \frac{1}{4}$, and hence the distance between two neighboring branches of the curve in the fundamental domain $-\frac{1}{2} \leqslant x \leqslant \frac{1}{2},-\frac{1}{2} \leqslant \theta \leqslant \frac{1}{2}$ becomes arbitrarily small.

In the case $n=1$, Eq. (20) becomes

$$
\begin{aligned}
& (K / 2 \pi) \sin 2 \pi \theta_{1} \\
& \quad-(K / 2 \pi) \sin 2 \pi\left(\theta_{1}-(K / 4 \pi) \sin 2 \pi \theta_{1}\right)=m
\end{aligned}
$$

A similar discussion applies to this case. We obtain twocycles different from those in the previous case. These cycles are on the curve $x=(K / 4 \pi) \sin 2 \pi \theta+\frac{1}{2}$.

## B. $\boldsymbol{k}$-cycles $(\boldsymbol{k}>\mathbf{2})$

Let us extend our discussion to the case of $k$-cycles for any $k>2$. We consider a particular type of $k$-cycles which have at least one of their points on the $\theta$ axis. The conditions for a $k$-cycle are from Eq. (18)

$$
\begin{equation*}
h_{1}+h_{2}+\cdots+h_{k}=m, \quad x_{1}+x_{2}+\cdots+x_{k}=n \tag{27}
\end{equation*}
$$

with $m$ and $n$ integers. Let $\left(x_{1}, \theta_{1}\right),\left(x_{2}, \theta_{2}\right), \ldots,\left(x_{k}, \theta_{k}\right)$ constitute a $k$-cycle and let $x_{2}=0$ for convenience. Then we obtain

$$
\begin{equation*}
x_{1}=-h_{1}=(K / 2 \pi) \sin 2 \pi \theta_{1} \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{2}=\theta_{1}, \theta_{j}=\theta_{j-1}+\sum_{i=2}^{j-1} h\left(\theta_{i}\right), \quad j=3,4, \ldots, k \tag{29}
\end{equation*}
$$

The conditions (27) for a $k$-cycle can be simplified with the aid of its property similar to symmetric periodic points. In fact, we have $\theta_{k-i+1}=\theta_{2+i}, x_{k-i+1}+x_{3+i}$ $=0, i=1,2, \ldots, k / 2-1$, and $x_{3}+x_{1}=0, x_{k / 2+2}=0$ $(\bmod 1)$, for an even $k$, and $\theta_{k-i+1}=\theta_{2+i}, x_{k-i+1}$ $+x_{3+i}=0, i=1,2, \ldots,(k-3) / 2, \quad$ and $\quad x_{3}+x_{1}=0$ $(\bmod 1)$, for an odd $k$. Owing to these relations, the second equation of Eq. (27) is automatically satisfied. In addition, if we let

$$
\begin{equation*}
P_{k}\left(\theta_{1}\right)=h\left(\theta_{1}\right)+h\left(\theta_{2}\right)+\cdots+h\left(\theta_{k}\right) \tag{30}
\end{equation*}
$$

we obtain recursion formulas for $P_{j}$ as
$P_{2}(\theta)=2 h(\theta)$,
$P_{j}(\theta)=2 P_{j-1}(\theta)-P_{j-2}(\theta) \quad$ for an even $j>4$,
$P_{j}(\theta)=P_{j-1}(\theta)+h\left(\theta+\sum_{i=1}^{(j-1) / 2} P_{2 i}(\theta) / 2\right)$
for an odd $j \geqslant 3$.
Here $k$-cycles are obtained as the points of intersection of the graphs $P=P_{k}(\theta)$ and $P=$ integer. Denote the number of these intersection points by $I_{k}$.

Now, let us estimate the number $N_{k}$ of $k$-cycles for a large $K>0$. It should be noted that $N_{k}$ is not less than $I_{k} / 2$. In fact, the point ( $x_{1}, \theta_{1}$ ) is on the curve given by Eq. (28) for $-\frac{1}{2}<\theta<\frac{1}{2}$. Even cycles have two points on this curve and odd cycles have one point on it. Hence $N_{k}>I_{k} / 2$. From now on, we consider the region $0<\theta<\frac{1}{2}$ as in the previous subsection. First, consider three-cycles. Here $P_{3}(\theta)$ is written fully as

$$
\begin{aligned}
-P_{3}(\theta)= & (K / \pi) \sin 2 \pi \theta \\
& +(K / 2 \pi) \sin 2 \pi(\theta-(K / 2 \pi) \sin 2 \pi \theta)
\end{aligned}
$$

The function $-P_{3}(\theta)$ is essentially of the same form with the left-hand members of Eq. (24), and it oscillates $2[K / 2 \pi$ ] times. In addition, individual oscillations have the amplitude $K / 2 \pi$ with their centers of oscillation on the curve $P=(K / \pi) \sin 2 \pi \theta$. We obtain an estimate $I_{3} \approx 8[K / 2 \pi]^{2}$. Thus $N_{3}$ is proportional to [ $\left.K / 2 \pi\right]^{2}$, and $N_{4}$ is also proportional to $[K / 2 \pi]^{2}$.

Next, consider five-cycles. We have


FIG. 3. The graph of $-P_{k}(\theta)$ for $k=3,5$, and 7 with $K / 2 \pi=2$. The $k$ cycles are obtained as points of intersection of $f=P_{k}(\theta)$ with $f$ an integer.

$$
\begin{aligned}
P_{5}(\theta)= & P_{4}(\theta)-(K / 2 \pi) \\
& \times \sin 2 \pi\left(\theta+P_{2}(\theta) / 2+P_{4}(\theta) / 2\right)
\end{aligned}
$$

One oscillation of $P_{4}(\theta) / 2$ with amplitude $K / 2 \pi$ corresponds to $4[K / 2 \pi]$ oscillations of $\sin 2 \pi\left(P_{4}(\theta) / 2\right)$. Since the numbers of oscillations of $P_{4}(\theta) / 2$ and $\theta+P_{2}(\theta) /$ $2+P_{4}(\theta) / 2$ are approximately equal in $0 \leqslant \theta \leqslant \frac{1}{2}$ for a large $K>0, P_{5}(\theta)$ has approximately $8[K / 2 \pi]^{2}$ oscillations of amplitude $K / 2 \pi$ with their centers of oscillation on the curve $P=P_{4}(\theta)$. The number $N_{5}$ is proportional to $[K / 2 \pi]^{3}$.

The argument in the preceding paragraph can be repeated for $P_{k}(\theta), k \geqslant 6$. We obtain the result as stated in Theorem 5. The graphs of $P_{3}, P_{4}$, and $P_{5}$ are plotted for a moderate value of $K$ in Fig. 3.

Now, it is evident that $k$-cycles for $k>2$ densely fill the phase plane as $K \rightarrow \infty$. In fact, the argument is identical for three-cycles with that in Sec. III A. From the construction, it is clear that $k$-cycles for $k>3$ are more numerous than three-cycles, hence the assertion follows.

## ACKNOWLEDGMENTS

One of the authors (K. T.) would like to thank Professor W. H. Jefferys for useful discussions and for his kind hospitality while he was staying at the University of Texas. He also would like to thank Dr. J. K. Park for discussions. The other author (Y. Y.) would like to thank Professor I. Prigogine for his kind encouragement.

## APPENDIX: PROOFS OF LEMMAS

Proof of Lemma 1: Take local rectangular coordinate systems ( $x, y$ ) and ( $x^{\prime}, y^{\prime}$ ) around $q_{1}$ and $q_{2}$, respectively, where $x$ and $x^{\prime}$ axes are along the symmetry axis. Let $A_{1}$ and $A_{2}$ be the linearizations of $T^{n}$ around $q_{1}$ and $q_{2}$, and let

$$
A_{1}=\left[\begin{array}{ll}
a & b  \tag{A1}\\
c & d
\end{array}\right] .
$$

By reversibility, we have $R A_{2} R A_{1}=I$, i.e.,

$$
A_{2}=\left[\begin{array}{ll}
d & b  \tag{A2}\\
c & a
\end{array}\right]
$$

Let $(x, 0)$ and $\left(x^{\prime}, 0\right)$ be points in the small neighborhood of $q_{1}$ and $q_{2}$ on the symmetry axis. Let ( $x_{1}^{\prime}, y_{1}^{\prime}$ ) and ( $x_{1}, y_{1}$ ) be their images under $A_{1}$ and $A_{2}$. We have

$$
\begin{equation*}
x_{1}^{\prime}=a x, \quad x_{1}=d x^{\prime}, \quad y_{1}^{\prime}=c x, \quad y_{1}=c x^{\prime} \tag{A3}
\end{equation*}
$$

If $c \neq 0$, then $y_{1}^{\prime}=(c / a) x_{1}^{\prime}$ and $y_{1}=(c / d) x_{1}$, which mean transversal crossings of the images of the symmetry axis (see the first figure of Fig. 1). The direction of crossings is determined by the sign of $c$.

If $c=0$, the images of the symmetry axis are tangent to the symmetry axis. To get more information at the tangency, let us return to $T^{n}$ and take nonlinear terms into account. Let us expand $T^{n}$ as power series in local coordinates around $q_{1}$ and $q_{2}$ up to and including the $k$ th order terms in $x$ and $y$. We have

$$
\begin{align*}
& x_{1}^{\prime}=a x+b y+\sum_{i=2}^{k} e_{i} x^{i}+y F_{1}(x, y) \\
& y_{1}^{\prime}=d y+\sum_{i=2}^{k} f_{i} x^{i}+y G_{1}(x, y) \tag{A4}
\end{align*}
$$

around $q_{1}$ and

$$
\begin{align*}
& x_{1}=a x^{\prime}+b y^{\prime}+\sum_{i=2}^{k} g_{i} x^{\prime i}+y^{\prime} F_{2}\left(x^{\prime}, y^{\prime}\right)  \tag{A5}\\
& y_{1}=d y^{\prime}+\sum_{i=2}^{k} h_{i} x^{\prime i}+y^{\prime} G_{2}\left(x^{\prime}, y^{\prime}\right)
\end{align*}
$$

around $q_{2}$, where $F_{1}, G_{1}, F_{2}$, and $G_{2}$ are functions of degree 1 to $k-1$ with respect to their arguments. Here, it is to be understood that points $(x, y)$ and ( $x_{1}, y_{1}$ ) are in the neighborhood of $q_{1}$, and points ( $x^{\prime}, y^{\prime}$ ) and ( $x_{1}^{\prime}, y_{1}^{\prime}$ ) are in the neighborhood of $q_{2}$.

Now, take a point $p_{0}(x, 0)$ on the symmetry axis near $q_{1}$. Then we have the image point $p_{1}\left(x_{1}^{\prime}, y_{1}^{\prime}\right)$ under $T^{n}$ as

$$
\begin{equation*}
x_{1}^{\prime}=a x+\sum_{i=2}^{k} e_{i} x^{i}, \quad y_{1}^{\prime}=\sum_{i=2}^{k} f_{i} x^{i} \tag{A6}
\end{equation*}
$$

By reversibility, we have $R p_{0}=T^{n} R p_{1}$, i.e., $(x, 0)$ $=T^{n}\left(x_{1}^{\prime},-y_{1}^{\prime}\right)$ or by Eq. (A5)
$x=d\left(a x+\sum_{i=2}^{k} e_{i} x^{i}\right)+b\left(-\sum_{i=2}^{k} f_{i} x^{i}\right)$
$\begin{aligned} & +\sum_{i=2}^{k} g_{i}\left(a x+\sum_{j=2}^{k} e_{j} x^{j}\right)^{i}-\sum_{i=2}^{k} f_{i} x^{i} F_{3}(x), \\ 0= & a\left(-\sum_{i=2}^{k} f_{i} x^{i}\right)+\sum_{i=2}^{k} h_{i}\left(a x+\sum_{j=2}^{k} e_{j} x^{j}\right)^{i}-\sum_{i=2}^{k} f_{i} x^{i} G_{3}(x),\end{aligned}$
where $F_{3}$ and $G_{3}$ are functions of degree 1 or greater with respect to $x$. From Eq. (A7), we obtain

$$
\begin{equation*}
f_{m+1}=a^{m} h_{m+1} \quad(1 \leqslant m \leqslant k-1) \tag{A8}
\end{equation*}
$$

if $f_{i}=0$ (hence $h_{i}=0$ ) for $i=2, \ldots, m$. When $f_{i}=0$ for $i=2, \ldots, m$, the transformation of $y$ in Eqs. (A4) and (A5) reduces to

$$
\begin{align*}
& y_{1}^{\prime}=d y+a^{m-1} h_{m} x^{m}+y F_{4}(x, y) \\
& y_{1}=a y^{\prime}+h_{m} x^{\prime m}+y^{\prime} G_{4}\left(x^{\prime}, y^{\prime}\right) \tag{A9}
\end{align*}
$$

where $F_{4}$ and $G_{4}$ are functions of $x$ and $y$ of degree 1 or greater. In particular, if we transform the points $(x, 0)$ and $\left(x^{\prime}, 0\right)$ on the symmetry axis near $q_{1}$ and $q_{2}$, we obtain

$$
\begin{align*}
& x_{1}^{\prime}=a x+\cdots, \quad y_{1}^{\prime}=a^{m} h_{m} x^{m}+\cdots  \tag{A10}\\
& x_{1}=d x^{\prime}+\cdots, \quad y_{1}=h_{m} x^{m}+\cdots
\end{align*}
$$

from which we obtain the assertion of Lemma 1. Q.E.D.
Proof of Lemma 2: The proof is analogous to that of Theorem 1. First, consider the case $p \in T^{n} W_{n}-\partial\left(T^{n} W_{n}\right)$, hence $M_{n} p \in T^{n} W_{n}-\partial\left(T^{n} W_{n}\right)$. Let $\Gamma$ be an arbitrary open $\operatorname{arc}$ in $T^{n} W_{n}$ connecting $p$ and $M_{n} p$. We can choose an $\epsilon>0$ such that $U_{\epsilon}(p) \cap \mathbf{M}_{n}=\varnothing$ and $U_{\epsilon}\left(M_{n} p\right) \cap \mathbf{M}_{n}=\varnothing$. Our assertion is not affected by deforming $\Gamma$ in $U_{\epsilon}(p)$ and $U_{\epsilon}\left(M_{n} p\right)$. Let us deform $\Gamma$ such that $\Gamma$ becomes parallel to the symmetry axis in the $\epsilon / 2$ neighborhoods of $p$ and $M_{n} p$, but remains unchanged outside $U_{\epsilon}(p)$ and $U_{\epsilon}\left(M_{n} p\right)$. Further, let us extend $\Gamma$ beyond $p$ and $M_{n} p$ parallel to the symmetry axis in both the $\epsilon / 2$ neighborhoods. In particular, let us denote by $\gamma_{1}$ and $\gamma_{2}$ the two partial arcs in extended arcs contained in $U_{\epsilon / 2}(p)$ and $U_{\epsilon / 2}\left(M_{n} p\right)$.

Now, we shall show that the images of $\gamma_{1}$ and $\gamma_{2}$ under $M_{n}$ behave as illustrated in Fig. 1. Take a point $q \in T^{n} W_{n}$. Let the coordinates of eight points $p, q, M_{n} p, M_{n} q, R M_{n} p$,
$R M_{n} q, R p$, and $R q$ be $\left(x_{1}, y_{1}\right),\left(x_{1}^{\prime}, y_{1}^{\prime}\right),\left(x_{2}, y_{2}\right),\left(x_{2}^{\prime}, y_{2}^{\prime}\right)$, $\left(x_{3}, y_{3}\right),\left(x_{3}^{\prime}, y_{3}^{\prime}\right),\left(x_{4}, y_{4}\right)$, and ( $x_{4}^{\prime}, y_{4}^{\prime}$ ) in the global coordinate system where the $x$ axis is along the symmetry axis. By reversibility, we have
$x_{1}=x_{4}, \quad x_{1}^{\prime}=x_{4}^{\prime}, \quad x_{2}=x_{3}, \quad x_{2}^{\prime}=x_{3}^{\prime}$,
$y_{1}=-y_{4}, \quad y_{1}^{\prime}=-y_{4}^{\prime}, \quad y_{2}=-y_{3}, \quad y_{2}^{\prime}=-y_{3}^{\prime}$.
Consider a local coordinate system whose axes are parallel to the global ones and whose origin is at $p$. Let ( $x_{1}^{\prime \prime}, y_{1}^{\prime \prime}$ ) be the coordinates of $q$ in this system. Similarly, consider local coordinate systems with origins, respectively, at $M_{n} p, R M_{n} p$, and $R p$, and let $\left(x_{2}^{\prime \prime}, y_{2}^{\prime \prime}\right),\left(x_{3}^{\prime \prime} y_{3}^{\prime \prime}\right)$, and $\left(x_{4}^{\prime \prime}, y_{4}^{\prime \prime}\right)$ be the coordinates of $M_{n} q, R M_{n} q$, and $R q$ in the corresponding systems. Then, we have

$$
\begin{align*}
& x_{1}^{\prime \prime}=x_{4}^{\prime \prime}, \quad x_{2}^{\prime \prime}=x_{3}^{\prime \prime}  \tag{A12}\\
& y_{1}^{\prime \prime}=-y_{4}^{\prime \prime}, \quad y_{2}^{\prime \prime}=-y_{3}^{\prime \prime}
\end{align*}
$$

Let $R^{*}$ be the reflection with respect to each local $x$ axis. Equation (A12) shows that a formal reversibility $T^{n} R^{*}=R^{*} T^{-n}$ holds in the local coordinate systems. From this property, it is easily seen that the situations illustrated in Fig. 1 are realized.

Let us assume $\Gamma \cap \mathbf{M}_{n}=\varnothing$ and show that this leads to a contradiction. We must examine each case in Fig. 1. We describe, however, only the first case for brevity. Without loss of generality, we can assume that $r \in \Gamma$ implies $M_{n} r \notin \Gamma$. In fact, suppose that there exists an $r \in \Gamma$ for which $M_{n} r \in \Gamma$. In this case, we need only to let $p=r$ and start our discussion from the beginning. Therefore $\Gamma \cap M_{n} \Gamma=\varnothing$, and $\bar{\Gamma} \cup M_{n} \bar{\Gamma}$ forms a Jordan curve. In addition, $\bar{\Gamma} \cup M_{n} \bar{\Gamma}$ is invariant under $M_{n}$. Hence the region surrounded by $\bar{\Gamma} \cup M_{n} \bar{\Gamma}$ is also invariant under $\boldsymbol{M}_{n}$. Let $\gamma=\gamma_{1}-\bar{\Gamma}$. Then the arc $\gamma$ or its partial arc plays a similar role as $\gamma$ does in the proof of Theorem 1 and a contradiction is also derived.

If $p \in \partial\left(T^{n} W_{n}\right)$, take $U_{\epsilon}(p)$ and $U_{\epsilon}\left(M_{n} p\right)$ such that $U_{\epsilon}(p) \cap \mathbf{M}_{n}=\varnothing$ and $U_{\epsilon}\left(M_{n} p\right) \cap \mathbf{M}_{n}=\varnothing$. If we take a sufficiently small $\delta<\epsilon$, then $M_{n} q \in U_{\epsilon}\left(M_{n} p\right)$ for any $q \in U_{\delta}(p)$. Let $\Gamma$ be an arc connecting $p$ and $M_{n} p$. Let us extend $\Gamma$ beyond both ends until it reaches $q$ and $M_{n} q$ in $U_{\delta}(p)$ and $U_{\epsilon}\left(M_{n} p\right)$. To prove our assertion, we only need to repeat the preceding argument with this extended $\Gamma$. Q.E.D.

Proof of Lemma 4: Put $D=T^{n} W_{n}-\mathbf{M}_{n}$. If $p, q \in D$ can be connected by an arc in $D$, we express it as $p \equiv q$. The relation $\equiv$ is evidently an equivalent relation. Let us denote by [ $p$ ] the equivalence class to which $p \in D$ belongs. Take a $p \in D$. Then it is easily shown with the aid of Lemma 2 that $[p] \neq\left[M_{n} p\right]$. Thus $D$ consists of at least two arcwise connected components. We shall show in the following that $D$ consists of at most two arcwise connected components, which proves our assertion.

To begin with, $M_{n}[p]=\left[M_{n} p\right]$ and $M_{n}\left[M_{n} p\right]=[p]$. In fact, take a $q \in[p]$ and let $\gamma \subset D$ be an arc connecting $p$ and $q$. We have $M_{n} \gamma \subset\left[M_{n} p\right]$, since $M_{n} \gamma$ is arcwise connected. Hence $M_{n} q \in\left[M_{n} p\right]$, which means $M_{n}[p] \subset\left[M_{n} p\right]$. We obtain $\left[M_{n} p\right] \subset M_{n}[p]$ in a similar manner. The second equality is obtained similarly.

Next, we shall show that [ $p$ ] is open in $T^{n} W_{n}$. Take a $q \in[p]$. We have $q \neq M_{n} q$ by definition. If we take a sufficiently small $\epsilon>0$, we have $U_{\epsilon}(q) \cap \mathbf{M}_{n}=\varnothing$ by the continuity of
$M_{n}$ where $U_{\epsilon}(q)$ is the $\epsilon$ neighborhood of $q$ in $T^{n} W_{n}$. Therefore $U_{\epsilon}(q) \subset D$. Any $r \in U_{\epsilon}(q)$ can be arcwise connected to $q$ in $D$, which in turn means that $r$ can be arcwise connected to $p$ in $D$. Hence $U_{\epsilon}(q) \subset[p]$, i.e., $[p]$ is open in $T^{n} W_{n}$.

Next, we shall show that $\overline{[p]}-[p]=\overline{\left[M_{n} p\right]}$ $-\left[M_{n} p\right] \subset \mathbf{M}_{n}$. Take a $q \in \overline{[p]}-[p]$. If $q \notin \mathbf{M}_{n}$, then $q \in[q]$. However, this contradicts that $\left[q\right.$ ] is open in $T^{n} W_{n}$. Therefore $q \in \mathbf{M}_{n}$. Take an arbitrary sequence $\left\{q_{i}\right\} \subset[p]$ which converges to $q$. We have $M_{n} q_{i} \in\left[M_{n} p\right]$ and $M_{n} q_{i} \rightarrow M_{n} q=q$ as $i \rightarrow \infty$, which means $q \in \overline{\left[M_{n} p\right]}-\left[M_{n} p\right]$. Hence $\overline{[p]}$ $-[p] \subset \overline{\left[M_{n} p\right]}-\left[M_{n} p\right]$. Then $\overline{\left[M_{n} p\right]}-\left[M_{n} p\right]$ $\subset \overline{[p]}-[p]$ can be shown similarly.

According to Lemma 3, $T^{n} W_{n}$ is always locally divided into two by $\mathbf{M}_{n}$. In other words, if we take a small $\epsilon>0$, then the $\epsilon$ neighborhood $U_{\epsilon}(q)$ of $q \in \overline{[p]}-[p]$ in $T^{n} W_{n}$ consists of points of $[p],\left[M_{n} p\right]$, and $\overline{[p]}-[p]$, i.e., $U_{\epsilon}(q)$ $\subset \overline{[p]} \cup \overline{\left\lceil M_{n} p\right\rceil}$.

Assume that there exists a $q \in D$ such that $q \notin[p] \cup\left[M_{n} p\right]$, hence $[q] \neq[p]$ and $[q] \neq\left[M_{n} p\right]$. Then $q$ can be arcwise connected to $p$ by an arc $\gamma$ in $T^{n} W_{n}$. Consider an open subarc $\gamma_{t}$ of $\gamma$ in which one of the ends is $q$ and the other $t \in \gamma$. If $t$ is sufficiently close to $p$, we have $\gamma_{t} \cap[p] \neq \varnothing$. On the other hand, if $t$ is sufficiently close to $q$, we have $\gamma_{t} \cap[p]=\gamma_{t} \cap\left[M_{n} p\right]=\varnothing$. Therefore there exists a point $s \in \gamma$ such that $\gamma_{s} \cap[p]=\gamma_{s} \cap\left[M_{n} p\right] \neq \varnothing$ and $\gamma_{t} \cap[p] \neq \varnothing$ or $\gamma_{t} \cap\left[M_{n} p\right] \neq \varnothing$ for any $t$ which is closer to $p$ along $\gamma$ than $s$ is. Evidently, $s \in \overline{[p]}-[p]$. Consider $U_{\epsilon}(s)$ in $T^{n} W_{n}$ for any $\epsilon>0$. It contains a point $t \in \gamma$ which is closer to $q$ along $\gamma$ than $s$ is and $t \notin \overline{[p]} \cup \overline{\left[M_{n} p\right]}$. This contradicts the property stated in the preceding paragraph. Therefore there does not exist a $q \in D$ such that $q \notin[p] \cup\left[M_{n} p\right]$. Q.E.D.

Proof of Lemma 5: It is easily seen by Lemma 2 that there are just two points of $\mathbf{M}_{n}$ on $J=\partial\left(T^{n} M_{n}\right)$. Let us denote them by $m_{1}$ and $m_{2}$. We shall show that $\mathbf{M}_{n}$ is an arc connecting $m_{1}$ and $m_{2}$, which proves the lemma. We use the following proposition.

Proposition: $\mathbf{M}_{n}$ is a single arc in each neighborhood $U_{\delta_{0}}\left(m_{1}\right)$ and $U_{\delta_{0}}\left(m_{2}\right)$ for a sufficiently small $\delta_{0}>0$.

Proof: The proof is identical for $m_{1}$ and $m_{2}$, so we consider the case for $m_{1}$. Let us consider a family of circles with center at $m_{1}$ and denote each of the circles by $C_{\alpha}$ where $\alpha$ is the radius. Let $C_{\alpha}^{+}=C_{\alpha} \cap T^{n} W_{n}$. Since $J$ is a piecewise smooth Jordan curve, there is a $\delta>0$ such that $C_{\alpha}^{+}$is a single arc for $\alpha \leqslant \delta$. Let us fix such a $\delta$. It is easily seen that we have at least one point of $\mathbf{M}_{n}$ on each $C_{\alpha}^{+}$for $0<\alpha \leqslant \delta$. Let us denote by $p_{\alpha}$ and $p_{\alpha}^{\prime}$ the two end points of $C_{\alpha}^{+}$. We can find an $\epsilon=\epsilon(\alpha)>0$ such that $\left(U_{\epsilon}\left(p_{\alpha}\right) \cup U_{\epsilon}\left(p_{\alpha}^{\prime}\right)\right) \cap \mathbf{M}_{n}=\varnothing$ since $p_{\alpha}, p_{\alpha}^{\prime} \notin \mathbf{M}_{n}$. Consequently, if we let $\gamma_{\alpha}$ $=C_{\alpha}^{+}-U_{\epsilon}\left(p_{\alpha}\right)-U_{\epsilon}\left(p_{\alpha}^{\prime}\right)$, we have $\gamma_{\alpha} \cap \mathbf{M}_{n}=C_{\alpha}^{+}$ $\cap \mathbf{M}_{n}$. Let

$$
D_{k}=\left\{p \in \gamma_{\alpha} \mid \delta / k \geqslant \alpha \geqslant \delta /(k+1)\right\}, \quad k=1,2, \ldots
$$

Take a point $q \in \mathbf{M}_{n} \cap D_{k}$. Then, $\mathbf{M}_{n}$ is a single arc in a sufficiently small neighborhood of $q$ by Lemma 3, and $D_{k} \subset\left(T^{n} W_{n}\right)^{i}$ is closed, so we can find an $\epsilon_{k}>0$ not depending on the position in $D_{k}$ such that $\mathbf{M}_{n}$ is a single arc in the $\epsilon_{k}$ neighborhood $U_{\epsilon_{k}}(p)$ of any $p \in D_{k} \cap \mathbf{M}_{n}$. Let us divide our
plane by an infinite number of squares with sides equal to $\epsilon_{k} / 2$. Take $\epsilon_{k}$ neighborhoods at each vertex. Then $D_{k}$ is covered by a finite number of these neighborhoods.

Now, take a $p_{1} \in \gamma_{\delta} \cap \mathbf{M}_{n}$ and let $\Gamma_{1}$ be the arc of $\mathbf{M}_{n}$ in $U_{\epsilon_{1}}\left(p_{1}\right)$. Then we have $d\left(\Gamma_{1}, m_{1}\right) \leqslant \delta$. With a suitable choice of $p_{1}$, we can make $d\left(\Gamma_{1}, m_{1}\right)<\delta$. This can be easily shown, so we omit the proof. The arc $\Gamma_{1}$ can be extended in $D_{1}$, and gets out of $D_{1}$ through either $\gamma_{\delta}$ or $\gamma_{\delta / 2}$ eventually. In fact, if it can be extended endlessly in $D_{1}$, it passes through some of the $\epsilon_{1}$ neighborhoods more than once. Let $p_{1}^{2}$ be the intersection point of $\Gamma_{1}$ with $\gamma_{\delta}$ if it gets out of $D_{1}$ through $\gamma_{\delta}$, and let $p_{2}$ denote the intersection point of $\Gamma_{1}$ with $\gamma_{\delta / 2}$ if it gets out of $D_{1}$ through $\gamma_{\delta / 2}$. We extend $\Gamma_{1}$ farther if it gets out of $D_{1}$ through $\gamma_{\delta / 2}$ until it necessarily gets out of $D_{1} \cup D_{2}$. It gets out of $D_{1} \cap D_{2}$ through either $\gamma_{\delta}$ or $\gamma_{\delta / 3}$. Let $p_{1}^{2}$ denote the intersection point of $\Gamma_{1}$ with $\gamma_{\delta}$ in the former case, and $p_{3}$ denote the intersection point of $\Gamma_{1}$ with $\gamma_{\delta / 3}$ in the latter case.

If we continue the above process, we obtain either an infinite sequence $p_{1}, p_{2}, \ldots$, or a finite sequence $p_{1}, p_{2}, \ldots, p_{j_{0}}$ with some $j_{0}$. Then $\Gamma_{1}$ reaches $m_{1}$ in the former case. Consider the latter case. In this case, $\Gamma_{1}$ starting from $p_{1}$ gets out of $\cup_{k=1}^{j_{k}=1} D_{k}$ through $\gamma_{\delta}$. Let $p_{1}^{2}$ be the intersection point of $\Gamma_{1}$ with $\gamma_{\delta}$. We have $d\left(\Gamma_{1}, m_{1}\right)=\delta / j_{0}$ in the $\epsilon$ neighborhood of $p_{j_{0}}$. As in the case of $p_{1}$, we can take another point $p_{j_{0}}^{\prime} \in \mathbf{M}_{n} \cap \gamma_{\delta j_{j},}$ such that the arc $\Gamma_{2}$ of $\mathbf{M}_{n}$ through $p_{j_{0}}^{\prime}$ goes into $D_{j_{0}}$. Let us extend $\Gamma_{2}$. If $\Gamma_{2}$ intersects $\gamma_{\delta /\left(j_{0}+i\right)}$ for $i=1,2, \ldots$, let $p_{j_{o}+i}$ denote its intersection points. If $p_{j_{0}+i}$ is defined for all $i \geqslant 1$, then $\Gamma_{2}$ reaches $m_{1}$. Suppose there exists an $i_{0}$ such that $p_{j_{0}+i}$ exist only for $1 \leqslant i \leqslant i_{0}$. Then $\Gamma_{2}$ cannot stay in $\cup_{k}^{i_{k}=i_{0}}-1 D_{k}$ indefinitely but it gets out there through $\gamma_{\delta}$. Let $p_{1}^{3}$ denote its intersection point with $\gamma_{\delta}$.

We repeat the above process. Suppose that $\Gamma_{1}, \Gamma_{2}, \ldots, \Gamma_{k_{0}}$ do not reach $m_{1}$. Then we have $p_{1}^{1}=p_{1}, p_{1}^{2}, \ldots, p_{1}^{k_{0}+1}$ on $\gamma_{\delta}$. These $p_{1}^{i}$ all belong to $\mathbf{M}_{n}$ and locally to different arcs of $\mathbf{M}_{n}$. Thus $k_{0}$ must be finite, since otherwise more than one arc of $\mathbf{M}_{n}$ enter into one of the $\epsilon_{1}$ neighborhoods which cover $\gamma_{\delta}$. Therefore $\Gamma_{i}$ starting from $\gamma_{\delta / i}$ for some $i$ reaches $m_{1}$.

It is easy to show that the number of arcs of $\mathbf{M}_{n}$ starting from $m_{1}$ is 1 , so we omit the proof. Let us denote the arc by $\Gamma$, where $\Gamma$ gets out of $U_{\delta / i}\left(m_{1}\right)$ once and it can be extended outside $U_{\delta / i}\left(m_{1}\right)$ and may reenter $U_{\delta / i}\left(m_{1}\right)$. However, clearly it cannot approach infinitely close to $m_{1}$. In other words, there exists a $\delta^{*}>0$ such that $\mathbf{M}_{n}$ is a single arc in $U_{\delta^{*}}\left(m_{1}\right)$.

We obtain a similar neighborhood $U_{\delta^{* *}}\left(m_{2}\right)$ for the case of $m_{2}$. Let $\delta_{0}=\min \left\{\delta^{*}, \delta^{* *}\right\}$, then our assertion is proved.
Q.E.D.

Now, return to the proof of Lemma 5. Take a positive $\epsilon_{0}<\delta_{0}$ and let

$$
\begin{aligned}
G= & \left\{p \mid d(p, q)<\epsilon_{0}, p \in T^{n} W_{n}, q \in J\right\} \\
& -U_{\delta_{0}}\left(m_{1}\right)-U_{\delta_{0}}\left(m_{2}\right), \\
D= & T^{n} W_{n}-G-U_{\delta_{n}}\left(m_{1}\right)-U_{\delta_{n}}\left(m_{2}\right) .
\end{aligned}
$$

For a sufficiently small $\epsilon_{0}$, we can make $G \cap \mathbf{M}_{n}=\varnothing$. Therefore $\Gamma$ getting out of $U_{\delta_{n}}\left(m_{1}\right)$ enters $D$. By a similar reasoning as in the proof of the proposition, $\Gamma$ necessarily gets out of $D$. It cannot reenter $U_{\delta_{1}}\left(m_{1}\right)$, so it enters $U_{\delta_{o_{0}}}\left(m_{2}\right)$. On the
other hand, an arc of $\mathbf{M}_{n}$ which can enter $U_{\delta_{0}}\left(m_{2}\right)$ is the one which reaches $m_{2}$. Thus $\Gamma$ starting from $m_{1}$ reaches $m_{2}$.
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The quantum mass corrections to static periodic solitons are considered and expressed in terms of a functional quantity, the discriminant of the Hill's operator appearing. Several general expansions for this and hence the mass corrections are given. In particular, the connection with integrable systems and inverse scattering is clearly seen; this enables one to obtain simple expressions for these corrections.

## I. INTRODUCTION

A frequent question arising in field theories is the effect of quantization in the presence of a background field. Recurring background fields that have attracted much attention over the last decade are those which correspond classically to homotopically nontrivial configurations. These include "kink"-type solutions as well as the more restrictive class of soliton solutions. Calculating the quantum corrections to these background fields usually proceeds via the semiclassical approximation.$^{1,2}$ In the process of evaluating these corrections for two-dimensional soliton supporting theories a remarkable observation was made: the semiclassical approximation is in fact exact. ${ }^{1}$ Indeed very elegant closed expressions could be found for the mass corrections of static solitons. ${ }^{3}$ This led to several fruitful connections being established between completely integrable systems, inverse scattering, and field theory. The chiral $\sigma$ model, which possesses both an infinite number of (nonlocal) conserved quantities that survive quantization and an infinite-dimensional loop algebra of symmetry transformation acting on the solution space of these models, has received much investigation along such lines. ${ }^{4}$

In the present paper we are going to evaluate the semiclassical corrections to static two-dimensional solitons, which are periodic in the spatial dimension. This analysis has the merit of enabling us to isolate and examine several of the connections with inverse scattering and integrable systems. Much of the analysis carries through to the nonstatic situation. By letting the period tend to infinity we obtain the usual soliton results. Further the setting has some physical interest of its own ${ }^{5}$ in that the $R \times S^{1}$ topology has a phase structure for the twisted field solitons. (We shall not discuss this latter aspect here, nor the connection with field theory at finite temperature obtained by inverting the roles of space and time.) The nub of the problem in evaluating the quantum corrections lies in finding tractable expressions for a certain functional determinant. Before outlining what the difficulties are we must begin by describing the functional determinant and its regularization

The evaluation of one loop quantum corrections reduces to the study of a functional determinant, or a related zeta function. ${ }^{6-8}$ Following Faddeev ${ }^{9}$ the quantum mass correction $\delta M$ for a time independent classical field $\phi_{\mathrm{ci}}(\lambda)$ in a potential $U[\phi]$ may be expressed in the following manner:

$$
\begin{align*}
\delta M= & \frac{1}{2} \operatorname{tr}^{\prime}\left(\sqrt{K}-\sqrt{K_{0}}\right)-\frac{1}{8 \pi} \int d x\left[U^{\prime \prime}\left[\phi_{\mathrm{cl}}\right]\right. \\
& \left.-U^{\prime \prime}\left[\phi_{\mathrm{vac}}\right]\right] \int \frac{d k}{\left(k^{2}+m^{2}\right)^{1 / 2}}  \tag{1a}\\
= & -\frac{1}{4} \mathrm{tr}^{\prime}\left[\left(\sqrt{K}-K_{0}\right)^{2} K_{0}^{-1 / 2}\right] \leqslant 0,  \tag{1b}\\
K_{0}= & -\frac{d^{2}}{d x^{2}}+U^{\prime \prime}\left[\phi_{\mathrm{vac}}\right],  \tag{2a}\\
K= & -\frac{d^{2}}{d x^{2}}+U^{\prime \prime}\left[\phi_{\mathrm{cl}}\right]=K_{0}+\widetilde{U}, \\
\widetilde{U}= & U^{\prime \prime}\left[\phi_{\mathrm{cl}}\right]-U^{\prime \prime}\left[\phi_{\mathrm{vac}}\right], \quad a=\int d x \widetilde{U} . \tag{2b}
\end{align*}
$$

Here and throughout $\mathrm{tr}^{\prime}$ denotes the trace over the eigenfunctions orthogonal to the zero modes, these being taken care of in the standard fashion. The first term in (1a) contains the vacuum subtraction removing the quadratic divergences from $\delta M$. The second term corresponds to the mass counterterm removing the logarithmic divergences. As this latter term depends only on the short distance behavior it has the same form for the $R \times R$ and $R \times S^{1}$ topology. Equations (1a) and (1b) are finite, though due care must be taken with the noncommutativity of $K, K_{0}$ (Ref. 6).

It is convenient to consider the following regularization of Eqs. (1a) and (1b)

$$
\begin{equation*}
M(s)=-\frac{1}{2} \operatorname{tr}^{\prime}\left[s(a / L) K_{0}^{-1+s}-\left(K^{s}-K_{0}^{s}\right)\right] \tag{3}
\end{equation*}
$$

Then $\delta M=M\left(\frac{1}{2}\right)$. [The factor $L^{-1}$ appears when changing the integral in ( la) into a sum.] Equation (3) is readily seen to agree with (1a) and (1b) up to terms of order $s-\frac{1}{2}$, and by using (3) we are led to investigate the following zeta functions:

$$
\begin{equation*}
\xi(s)=\frac{1}{2 i \pi} \int d \lambda \lambda^{s}(K-\lambda)^{-1} \tag{4}
\end{equation*}
$$

The operators $K$ and $K_{0}$ that appear throughout are Hill's operators; that is, considered as operators on $R$, they have periodic potentials arising from the spatial periodicity. Such operators appear naturally when considering quantum mechanics on a lattice and they have been well studied. ${ }^{10,11}$ The zeta functions (4) for Hill's operators have been investigated ${ }^{12,13}$ for $s$ integral, where they are finite. We, however, are interested in the behavior as $s \rightarrow \frac{1}{2}$ (with the renormalizing terms indicated above). By studying these we shall de-
rive expressions for the mass corrections.
In Sec. II of this paper we introduce the discriminant $\Delta(\lambda)$ of a Hill's operator. This function provides a suitable resolvent for the zeta functions (4) and we establish a general expression for the mass correction $M(s)$ [Eq. (3)] in terms of it. The problem is then reduced to finding expansions for the discriminant. We end this section by giving a general expansion for $M(s)$ in terms of the Fourier coefficients of the potential $\widetilde{U}$. For all but the simplest potentials this rapidly becomes intractable and so in Sec. III we use a different approach. This revolves around the fact that a resolvent can be constructed from a subset of the associated Hill's equation's periodic eigenvalues. We express the mass correction then in terms of this subset. Of course, for a general potential this subset need neither be finite nor proper, yet for the potentials that arise the subset is both finite and known. This section leads us into several connections with integrable systems. It is perhaps worth bearing in mind that, for both the sine-Gordon and $\phi^{4}$ theories, the Hill's operators that appear are the periodic analog of reflectionless potentials; they are in fact the $n=1$ and $n=2$ forms of Lame's equation (32), which is mentioned later. We conclude Sec. III by rederiving the usual $R^{2}$ soliton (kink) mass corrections from this subset of periodic eigenvalues.

## II. THE ZETA FUNCTION OF HILL'S EQUATION

The purpose of this section is to derive several general expressions for the quantum mass corrections (1). These will be in terms of the discriminant of the Hill's operator, and we begin by first recalling some general properties of Hill's equation and its discriminant. ${ }^{10-15}$

Let $Q$ be the Hill's operator

$$
\begin{equation*}
Q \equiv-\frac{d^{2}}{d z^{2}}+q(z) \tag{5}
\end{equation*}
$$

with the potential such that $q(z+L)=q(z)$ is at least three times continuously differentiable. Let $y_{1,2}(z, \lambda)$ be solutions of the Hill's equation

$$
\begin{equation*}
Q y_{i}=\lambda y_{i} \tag{6}
\end{equation*}
$$

satisfying the boundary conditions $y_{1}(0, \lambda)=y_{2}^{\prime}(0, \lambda)=1$, $y_{1}^{\prime}(0, \lambda)=y_{2}(0, \lambda)=0$. The monodromy matrix relates the solutions $y_{i}(z+L, \lambda)$ to $y_{i}(z, \lambda)$. That is, we have
$\binom{y_{1}(L)}{y_{2}(L)}=\left(\begin{array}{ll}y_{1}(L) & y_{1}^{\prime}(L) \\ y_{2}(L) & y_{2}^{\prime}(L)\end{array}\right)\binom{y_{1}(0)}{y_{2}(0)}=M_{\lambda}\binom{y_{1}(0)}{y_{2}(0)}$.
The discriminant $\Delta(\lambda)$ of Hill's equation (6) is defined to be the trace of this matrix

$$
\begin{equation*}
\Delta(\lambda)=\operatorname{Tr} M_{\lambda}=y_{1}(L)+y_{2}^{\prime}(L) \tag{8}
\end{equation*}
$$

The determinant of $M_{\lambda}$ is just the Wronskian of the two solutions; that is, 1 . The characteristic equation for the eigenvalues of $M_{\lambda}$ is then

$$
\begin{align*}
& p^{2}-\Delta(\lambda) p+1=0  \tag{9a}\\
& p_{ \pm}=\frac{\Delta(\lambda) \pm\left[\Delta^{2}(\lambda)-4\right]^{1 / 2}}{2}, \quad p_{+} p_{-}=1 \tag{9b}
\end{align*}
$$

Setting $p_{ \pm}=e^{ \pm i \alpha L}$, Floquet's theorem ${ }^{10,11}$ tells us that when these roots are distinct (6) has two linearly independent solutions $f_{1}, f_{2}$ such that

$$
\begin{equation*}
f_{1}(z)=e^{i \alpha z} p_{1}(z), \quad f_{2}(z)=e^{i \alpha z} p_{2}(z), \tag{10}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are periodic functions with period $L$.
From (9) and (10) we see the Hill's equation has stable solutions provided $|\Delta(\lambda)|<2$. The solutions of $|\Delta(\lambda)|=2$ give the intervals of stability and instability. Let $\lambda_{i}$ be the solutions of this equation (see Fig. 1). Then for ( $\lambda_{2 i-1}, \lambda_{2 i}$ ) ( $i=0,1,2, \ldots$ ) we have an interval of instability; no solution here is bounded. The complementary intervals ( $\lambda_{2 i}, \lambda_{2 i+1}$ ) ( $i=0,1,2, \ldots$ ) are the intervals of stability: here every solution is bounded, but none is of period $L$ or $2 L$. These intervals of stability are just the conduction and valence bands for the Schrödinger equation (6). The $\lambda_{i}$ represent the periodic spectrum; the solutions have period $L$ for $\lambda_{0}, \lambda_{4 i-1}, \lambda_{4 \mathrm{j}}$ ( $i=1,2, \ldots$ ); the solutions have period $2 L$ for $\lambda_{4 i+1}, \lambda_{4 i+2}$ ( $i=0,1,2, \ldots$ ). In general, the solutions at the end points are unstable. This is always true for $\lambda_{0}$. Solutions are stable if an interval of instability collapses-that is, if we have a double $\operatorname{root} \lambda_{2 i-1}=\lambda_{2 i}$. We call the simple roots the simple periodic spectrum. Obviously these come in pairs apart from $\lambda_{0}$.

We may now proceed to construct resolvents-depending on the boundary conditions-for the functions (3) and (4) out of the monodromy matrix $M_{\lambda}$. Obviously $\Delta(\lambda) \pm 2$ $=\left(\operatorname{Tr}\left[M_{\lambda} \pm 1\right]\right)=0$ has the antiperiodic and periodic spectrum as roots. Dirichlet boundary conditions are given by the roots of $\left(M_{\mu}\right)_{21}=y_{2}(L, \mu)=0$. The roots $\mu_{i}$ of this latter equation, known as the auxiliary spectrum, interlace the periodic spectrum with $\mu_{i} \in\left[\lambda_{2 i-1}, \lambda_{2 i}\right](i=1,2, \ldots)$. In what follows we shall concentrate on the former boundary conditions even though similar results are available for the auxiliary spectrum.

The first step in constructing a resolvent is summarized in the following.

Proposition 1:
$\operatorname{tr}^{\prime}\left(K^{s}-K_{0}^{s}\right)=\frac{1}{2 i \pi} \int_{\Gamma} d \lambda \lambda^{s} \frac{d}{d \lambda} \ln \left[\frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}\right]$.
The proof of this follows from the fact that $\Delta(\lambda)$ is an integral function of order $\frac{1}{2}$ (see Refs. 12 and 16 ). [ $\Delta(\lambda)$ is an entire function of the complex variable $\lambda$ and there exist constants $c_{1}, c_{2}$ such that (i) $|\Delta(\lambda)| \exp -c_{1}|\lambda|^{1 / 2}$ is bounded for all $\lambda$; and (ii) $|\Delta(\lambda)| \exp -c_{2}|\lambda|^{1 / 2}$ diverges for $\lambda$ real $\rightarrow-\infty$.] So too is $\Delta(\lambda)+2$ and thus it possesses a product expansion of the form

$$
c_{1} \prod_{n=0}\left(1-\frac{\lambda}{\lambda_{4 n+1}}\right)\left(1-\frac{\lambda}{\lambda_{4 n+2}}\right) .
$$

Here the trace in (11) is over the antiperiodic spectrum; with suitable modifications it can be made over the periodic spectrum, which includes the zero mode $\lambda=0$. The contour $\Gamma$ encloses the real positive $\lambda$ axis passing between 0 and the first pole at $\lambda_{1}$. Note that (11) naturally accounts for the


FIG. 1. The discriminant $\Delta(\lambda)$.
right multiplicity of periodic solutions, there being two when an interval of instability collapses and we have a double root.

Here $\Delta_{0}(\lambda)$, which appears in (11), is the discriminant corresponding to the simple harmonic oscillator vacuum solution

$$
\left[-\frac{d^{2}}{d z^{2}}+U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right] y=\lambda y
$$

By redefining $\lambda$ we can make this vacuum subtraction simply

$$
-\frac{d^{2}}{d z^{2}} y=\lambda y, \quad \sqrt{\lambda}=\frac{2 n+1}{L} \pi
$$

With such a shift the potential corresponding to $\Delta(\lambda)$ becomes

$$
\begin{equation*}
q(z)=U^{\prime \prime}\left(\phi_{\mathrm{cl}}\right)-U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right) \tag{12}
\end{equation*}
$$

We remark that in the usual accounts of Hill's equation the normalization for $q(z)$ is taken to be $\int_{0}^{L} q(z) d z=0$. We are unable to impose this, so caution is necessary in taking formulas directly from the standard accounts. Let

$$
\begin{equation*}
a=\int_{0}^{L} q(z) d z \tag{13}
\end{equation*}
$$

After such a shift in the vacuum energy we may write (11) as

$$
\begin{align*}
& \operatorname{tr}\left(K^{s}-K_{0}^{s}\right) \\
& \quad=\frac{1}{2 i \pi} \int_{\Gamma} d \lambda\left[\lambda+U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s} \frac{d}{d \lambda} \ln \left[\frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}\right] \tag{14}
\end{align*}
$$

where $\Delta_{0}(\lambda)$ now corresponds to the shifted simple harmonic oscillator. Similarly,

$$
\begin{align*}
\operatorname{tr}\left(s \frac{a}{L} K_{0}^{s-1}\right)= & \frac{s}{2 i \pi} \int_{\Gamma} d \lambda\left[\lambda+U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s-1} \\
& \times \frac{a}{L} \frac{d}{d \lambda} \ln \left[\Delta_{0}(\lambda)+2\right] \tag{15}
\end{align*}
$$

Using the regularization described in the Introduction, Eq. (3) becomes, upon substitution of (14) and (15),

$$
\begin{align*}
M(s)= & \frac{1}{4 i \pi} \int_{\Gamma} d \lambda \frac{d}{d \lambda}\left[\lambda+U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s} \ln \left[\frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}\right] \\
& -\frac{s}{4 i \pi} \int_{\Gamma} d \lambda\left[\lambda+U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s-1} \\
& \times\left\{\ln \frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}+\frac{a}{L} \frac{d}{d \lambda} \ln \left[\Delta_{0}(\lambda)+2\right]\right\} \\
= & -\frac{s}{4 i \pi} \int_{\Gamma} d \lambda\left[\lambda+U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s-1} \\
& \times\left\{\ln \frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}+\frac{a}{L} \frac{d}{d \lambda} \ln \left[\Delta_{0}(\lambda)+2\right]\right\} \tag{16}
\end{align*}
$$

Now the integrand in (16) has a branch cut along the negative $\lambda$ axis to $-U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)$. Using standard asymptotic ${ }^{10,11}$ estimates we find

$$
\begin{equation*}
\frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}=1+\tan \frac{\sqrt{\lambda} L}{2} \frac{a}{2 \sqrt{\lambda}}+O\left(\lambda^{-1}\right) \tag{17}
\end{equation*}
$$

Further, the properties already mentioned of $\Delta(\lambda)$ show us that the quantity

$$
\begin{equation*}
f(\lambda)=\left\{\ln \frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}+\frac{a}{L} \frac{d}{d \lambda} \ln \left[\Delta_{0}(\lambda)+2\right]\right\} \tag{18}
\end{equation*}
$$

is continuous across the branch cut. Finally, as may be shown directly or from a more general analysis (to be given in the next section),

$$
\begin{equation*}
\frac{d}{d \lambda} \ln \left[\Delta_{0}(\lambda)+2\right]=-\frac{L}{2 \sqrt{\lambda}} \tan \frac{\sqrt{\lambda} L}{2} \tag{19}
\end{equation*}
$$

The mass counterterm then cancels the $\lambda^{-1 / 2}$ term in (17). The integrand of (17) for $s<1$ is seen to become vanishingly small on a large circle. We can then change the contour of integration to encircle the $\lambda$ plane, avoiding the cut by going above and just below it. Doing this we pick up a discontinuity across the cut coming from

$$
(-\lambda+i 0)^{s}=\lambda^{s} e^{i \pi s}, \quad(-\lambda-i 0)^{s}=\lambda^{s} e^{-i \pi s}
$$

Changing the contour we get

$$
\begin{aligned}
2 M(s)= & -s \frac{\sin \pi(s-1)}{\pi} \\
& \times \int_{-\infty}^{-U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)} d \lambda\left[-\lambda-U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s-1} f(\lambda)
\end{aligned}
$$

Thus we have established the following.
Lemma 2:
$M(s)=\frac{s \sin \pi s}{2 \pi} \int_{U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)}^{\infty} d \lambda\left[\lambda-U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{s-1} f(-\lambda)$.

The asymptotic estimates (17) show this quantity is finite at $s=\frac{1}{2}$. Some comments are in order. First, when $s$ is integral, the rhs of (14) has a pole term which is picked up by the $\sin \pi s$ term. Thus the usual trace formulas ${ }^{12,16,17}$ reduce to the expression of residues. Unfortunately, for $s$ half-integral we have to subtract off the pole term-here the mass counter term-and we are still left with the calculation of a finite piece; there appears no analog of the trace formulas as yet to simplify this. Second, care is needed when changing the contour of integration. If we had not been dealing with subtracted quantity we would have had contributions from the large circles.

Equation (20) now gives us a closed expression for the mass corrections. To proceed further we need some expansions for $\Delta(-\lambda)+2$. Fortunately the shift in integration means we can look at asymptotic expansions to $f(-\lambda)$. The heart of the problem becomes finding tractable expansions for

$$
\ln \frac{\Delta(-\lambda)+2}{\Delta_{0}(-\lambda)+2}
$$

We consider two approaches to this. The first is general to all Hill's equations with a sufficiently smooth potential. The second, making contact with integrable systems, will be considered in the next section.

After some straightforward changes in the usual proofs ${ }^{10}$ we have the following.

Lemma 3: If the potential $q(x)$ possesses a Fourier expansion

$$
\begin{equation*}
q(x)=\sum a_{n} \exp \frac{i 2 \pi n x}{L} \tag{21}
\end{equation*}
$$

then

$$
\begin{equation*}
\Delta(\lambda)+2=4 \cos ^{2}(\sqrt{\lambda} L / 2) D_{1}(\lambda) \tag{22}
\end{equation*}
$$

where
$D_{1}(\lambda)=\left\|\delta_{n, m}-\left(a_{n-m}\right) /\left[\lambda-((\pi / L)(2 n+1))^{2}\right]\right\|_{-\infty}^{\infty}$.

Using Lemma 3 we then have
$\ln \frac{\Delta(-\lambda)+2}{\Delta_{0}(-\lambda)+2}=\ln \operatorname{det}|1+W|$

$$
\begin{equation*}
=\operatorname{Tr} \ln [1+W]=\operatorname{Tr} \sum_{p=1}^{\infty} \frac{-1}{p}(-W)^{p} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
(W)_{n, m}=a_{n-m} /\left[\lambda+((\pi / L)[2 n+1])^{2}\right] \tag{25}
\end{equation*}
$$

For a potential with few Fourier coefficients this expansion can be used. We note again the mass renormalization (19) cancels the first term in this expansion
$\operatorname{Tr} W=\frac{a}{L} \sum_{n} \frac{1}{\lambda+((\pi / L)(2 n+1))^{2}}=\frac{a}{2 \sqrt{\lambda}} \tanh \frac{\sqrt{\lambda} L}{2}$.
This gives us an expansion for the mass correction

$$
\begin{align*}
\delta M= & \frac{1}{4 \pi} \int_{U^{* \prime}\left(\phi_{\mathrm{vac}}\right)}^{\infty} d \lambda\left[\lambda-U^{\prime \prime}\left(\phi_{\mathrm{vac}}\right)\right]^{-1 / 2} \\
& \times \operatorname{Tr} \sum_{p=2}^{\infty} \frac{1}{p}(-W)^{p} \tag{26}
\end{align*}
$$

To conclude this section it is perhaps worth noting that we may well be able to solve the Schrödinger equation (5) and construct the discriminant $\Delta(\lambda)$ explicitly (8) in terms of elementary solutions. In practice we are hindered from using this-even for quantum mechanics-because the eigenvalue $\lambda$ is seldom simply related to the parameters that characterize the elementary solutions. This point is clearly seen in Ref. 18.

## III. INVERSE SCATTERING AND MASS CORRECTIONS

In the previous section we expressed in terms of the discriminant of the associated Hill's operator the regularized functional determinant that appears in the semiclassical approximation. The finiteness of this expression was made manifest and a general expansion (26) provided in terms of the Fourier coefficients of the potential. For a general potential, however, whose Fourier expansion passes beyond just a few coefficients, this expression rapidly becomes intractable. Indeed the potentials associated with soliton and kink-type fields have an infinite Fourier series. To deal with these latter theories we now describe an alternate expansion for the discriminant which takes a particularly simple form for soliton related background fields. Here we shall make connection with the inverse scattering approach.

There is one further property of the discriminant $\Delta(\lambda)$ of which we have not made use. This is the remarkable result of Hochstadt: the simple periodic spectrum determines both
the double periodic spectrum and the nontrivial roots of $\Delta^{\prime}(\lambda)=0$ (Ref. 14). Physically this is saying that given the edges of the various conduction bands for the Schrödinger equation (6) we can construct the periodic spectrum. Furthermore, we have a simple representation for this.

Suppose there are $n+1$ bands with edges given by $\lambda_{0}^{0}, \ldots, \lambda_{2 n}^{0}$. The nontrivial roots $\tilde{\lambda}$ of $\Delta^{\prime}(\lambda)=0$ are determined by the conditions

$$
\begin{equation*}
0=\int_{\lambda_{2 j-1}^{0}}^{\lambda_{2 j}^{0}} \prod_{k=1}^{n}\left(\mu-\tilde{\lambda}_{k}\right) \frac{d \mu}{l(\mu)} \tag{27}
\end{equation*}
$$

where $l(\mu)$ in 27 is determined by the simple periodic spectrum

$$
\begin{equation*}
l(\lambda)=\left[-\prod_{i=0}^{2 n}\left(\lambda-\lambda_{i}^{0}\right)\right]^{1 / 2} \tag{28}
\end{equation*}
$$

Having determined the nontrivial roots $\tilde{\lambda}_{j}$ the discriminant may be expressed ${ }^{12}$ in the following form:

$$
\begin{equation*}
\Delta(\lambda)=2 \cos \psi(\lambda) L \tag{29}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi(\lambda)=\frac{i}{2} \int_{\lambda_{0}}^{\lambda} \prod_{j=1}^{n}\left(\mu-\tilde{\lambda}_{j}\right) \frac{d \mu}{l(\mu)}, \quad \psi\left(\lambda_{0}\right)=0 \tag{30}
\end{equation*}
$$

Hochstadt's result then says $\psi(\lambda)= \pm m \pi / L$ if $\lambda=\lambda_{2 m-1}$ or $\lambda=\lambda_{2 m}$. That is, (27) and (29) show the simple periodic spectrum determines both the nontrivial roots of $\Delta^{\prime}(\lambda)=0$ as well as the double periodic spectrum.

We remark in passing that for the simplest example, the simple harmonic oscillator with potential "a," $l(\lambda)=(a-\lambda)^{1 / 2}$, and $\Delta(\lambda)=2 \cos (\lambda-a)^{1 / 2} L$. For more complicated potentials these expressions have also been calculated. ${ }^{18,19}$

At this stage then we have replaced the calculation of $\Delta(\lambda)$ by the determination of the simple periodic spectrum. Using (29) we then have

$$
\begin{equation*}
\ln \frac{\Delta(\lambda)+2}{\Delta_{0}(\lambda)+2}=2 \ln \frac{\sin \psi(\lambda)(L / 2)}{\sin \left(\lambda^{1 / 2} L / 2\right)} \tag{31}
\end{equation*}
$$

and so on.
So far we have not mentioned integrable systems or solitons, and there is no reason as yet to consider determining the simple periodic spectrum at all straightforward. The connection with integrable systems is the following: just as the KdV equation is associated with a Schrödinger equation and an isospectral deformation in the usual theory of integrable systems, it is also true that the KdV equation-and indeed any member of the KdV hierarchy-preserves the periodic spectrum of Hill's equation. ${ }^{12,16,20,21}$ The hyperelliptic curves (27) and (30) reflect this underlying integrable structure just as solving by quadratures reduces to evaluating hyperelliptic integrals. Next, just as solitons are associated with particularly simple scattering problems (Schrödinger equations), their periodic analogs are also associated with a particularly simple subset of Hill's operators: the finite zone Hill's operators. These are Hill's operators whose simple periodic spectrum is finite in number. Physically they are the one-dimensional lattice potentials with a finite number of conduction and valence bands; for $n+1$ bands there correspond $2 n+1$ simple eigenvalues. One Hill's equation
classically studied with these properties is Lame's equation ${ }^{22-24}$

$$
\begin{equation*}
\left[-\frac{d^{2}}{d z^{2}}+n(n+1) k^{2} \operatorname{sn}^{2}(z, k)\right] y=\left(\lambda+a_{n}\right) y \tag{32}
\end{equation*}
$$

Here $a_{n}$ is a constant and $\operatorname{sn}(z, k)$ an elliptic function. A theorem of Borg ${ }^{25}$ in fact tells us that there is one band if and only if the potential $q$ is constant; a theorem of Hochstadt tells us there are two bands if and only if the potential is given by the $n=1$ form of Lame's equation. ${ }^{15}$ Actually the manifold of potentials ${ }^{9}$ with fixed simple spectrum has been described in Ref. 12. This work generalizes the results of Borg and Hochstadt and shows that most finite gap operators are not just of Lame type; the general shape of the potentials $q$ for $n \geqslant 2$ is still unclear (see Ref. 12 for further comment).

Soliton associated potentials then are associated with finite zoned Hill's operators. Although for a general potential of this class an expression for the simple periodic spectrum may prove intractable, in particular cases this may be explicitly calculated. As we mentioned in the Introduction the $n=1,2$ forms of Lame's equation occur for physically interesting theories and fortuitously these examples fall into the latter group. Indeed, for general $n$ Lame's equation has $2 n+1$ known simple eigenvalues and the solutions corresponding to these are the Lame polynomials. ${ }^{23,26}$ The quantum mechanical version of the $n=1$ theory is treated in Ref. 18 where the quantities described thus far are explicitly calculated.

We must now show how these connections with integrable systems and finite zone Hill's operators yield the usual soliton mass corrections in terms of the asymptotic scattering behavior of the Schrödinger equation, i.e., the phase shift. If we have the phase shift $\delta(\lambda)$ defined as the difference between the eigenvalues in the presence of a potential and those in its absence, we have, from our definition $\psi(\lambda)$, (29), and Hochstadt's result,

$$
\begin{align*}
\delta(\lambda) & =\psi(\lambda)-\sqrt{\lambda}  \tag{33a}\\
& =\int_{\lambda}^{\infty} d \lambda\left(\frac{i}{2} \frac{\Pi_{j=1}^{n}\left(\lambda-\tilde{\lambda}_{j}\right)}{l(\lambda)}-\frac{1}{\sqrt{\lambda}}\right) . \tag{33b}
\end{align*}
$$

For a finite zone operator this expression is calculable. Indeed in the $L \rightarrow \infty$ limit when Lame's equation reduces to the usual reflectionless potential

$$
\begin{equation*}
q(z)=-n(n+1) / \cosh ^{2} z+a_{n}^{\prime} \tag{34}
\end{equation*}
$$

the expressions (33) agree (up to conventions) with the usual phase shifts. It is worth emphasizing that (33) is $L$ dependent through the $L$ dependence of the simple eigenvalues $\lambda_{i}$. This can be made manifest and the $L$ dependence can be treated systematically. Further, there are useful asymptotic expansions for $\psi(\lambda)$ that arise because of its connection with an integrable system. Using the results of Ref. 12 we may derive simply the asymptotic result

$$
\begin{equation*}
\psi(\lambda) \sim \sum_{j=0}^{\infty} \frac{H_{j-1}}{2^{j}}\left[\frac{1}{\lambda^{j-(1 / 2)}}-\frac{1}{\lambda_{0}^{j-(1 / 2)}}\right] \tag{35}
\end{equation*}
$$

Here the $H_{j-1}$ are functions of $q, q^{\prime}$, etc. The factors $2^{j}$ depend on authors; the lowest terms are

$$
\begin{align*}
& H_{-1}=-1, \quad \frac{H_{0}}{2}=\frac{1}{2 L} \int_{0}^{1} q d x \\
& \frac{H_{1}}{4}=\frac{1}{8 L} \int_{0}^{L} q^{2}(x) d x  \tag{36}\\
& \frac{H_{2}}{8}=\frac{1}{32 L} \int_{0}^{L}\left[2 q^{3}+\left(q^{\prime}\right)^{2}\right] d x
\end{align*}
$$

For finite zone operators these lead to attractive trace formulas ${ }^{12,13}$ but we shall not use these here.

We conclude by deriving the usual $R^{2}$ mass corrections for the $\phi^{4}$ static kink solution. Although we are not strictly dealing with a soliton, the small oscillation problem about the periodic classical solution is in fact the $n=2$ form of Lame's equation (32) and so the semiclassical corrections may be treated within our framework. Choosing our constants so that the $L \rightarrow \infty$ limit of (32) yields

$$
\begin{align*}
& K=-\frac{d^{2}}{d z^{2}}+4-\frac{6}{\cosh ^{2} y}  \tag{37a}\\
& K_{0}=-\frac{d^{2}}{d z^{2}}+4 \tag{37b}
\end{align*}
$$

we find from (33) the $L$ independent piece to the phase shift

$$
\begin{equation*}
\delta(\lambda)=-2 \tan ^{-1}\left[\frac{3 \sqrt{\lambda}}{(2-\lambda)}\right] \tag{38}
\end{equation*}
$$

In this limit the $\lambda_{i}^{0}$ correspond to the bound states of the potential (37a). Similarly expanding our general expression (20) we find

$$
\begin{align*}
\frac{\delta M}{m}= & -\frac{1}{4 \pi} \int_{4}^{\infty} d \lambda[\lambda-4]^{-1 / 2} \\
& \times\left\{2 \tanh ^{-1} \frac{3 \sqrt{\lambda}}{2+\lambda}+\frac{a}{2 \sqrt{\lambda}}\right\} \\
= & -(3 / \pi)[1-\pi / 6 \sqrt{3}] \tag{39}
\end{align*}
$$

The result is the standard one, ${ }^{3}$ though derived by a different route. The expansion (35) and (36) corresponds to the Taylor expansion of the inverse tangent (38). It is interesting to note how the bound states of the potential (37a) corresponds to the coalescing of the simple periodic spectrum of the associated Hill's equation. This observation, which is in fact general, is just reexpressing Levinson's theorem.

## IV. CONCLUSION

In this paper we have examined the semiclassical quantum corrections for static field configurations on $S^{1} \times R$. In Sec. II we found a general expression (20) for the quantum mass corrections in terms of the discriminant of the associated Hill's operator; even for the nonstatic case this quantity will appear. The evaluation of quantum corrections then reduces to finding suitable expansions of this discriminant; one in terms of the Fourier components of the potential was given. Several advantages appear by bringing the discriminant to the foreground. Section III noted several of the connections between this quantity and the theory of integrable systems. There we saw how the discriminant could be con-
structed from a subset of the Hill's operators spectrum; this is the analog of the bound state information needed in the usual inverse scattering analysis. For certain Hill's operators, this subset is in principle both known and finite, and we then constructed the quantum mass corrections in terms of this. For both $\phi^{4}$ and the sine-Gordon theories the operators that arise are the finite zone operators of Lame type with these properties and as an example we found the usual $\phi^{4}$ mass corrections as the $L \rightarrow \infty$ limit of our analysis. A particular advantage of this analysis is that the $L$ dependence becomes amenable to study. Last, by focusing on the discriminant we can isolate what features are general to any Hill's operator by virtue of its connection with an integrable system and those that are peculiar to its finite zone character. Though trace formulas exist for the operators under discussion when the eigenvalues appear to integral powers no similar formulas exist as yet for half-integral powers: such generalized trace formulas would lead to new evaluations of the mass correction presented here.
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#### Abstract

The reduction by the subgroups of the conformal group space-time of the Wess-Zumino model and the four-dimensional simple ( $N=1$ ) supersymmetric Yang-Mills theories is considered. It is shown for both models that the translations are the only subgroups of the Poincaré group that leave a supersymmetric residual system on the reduced space if we require compatibility of the reduction with all Poincaré supersymmetry transformations.


## I. INTRODUCTION

In previous papers, a study of the geometric formulation of invariant gauge fields under smooth group actions ${ }^{1,2}$ has been used to reduce gauge ${ }^{3,4}$ and matter-coupled gauge ${ }^{5,6}$ systems under subgroups of the conformal group of spacetime. Hamiltonian interpretations of the residual systems have been given and a number of invariant solutions found. As a next step in these investigations, we address ourselves to the symmetry reduction of supersymmetric models.

The (manifest) supersymmetries of the $S$ matrix in more than $1+1$ dimensions have been classified by Nahm. ${ }^{7}$ He has also obtained the representations of the flat spacetime supersymmetries and presented examples with supermultiplets containing a vector as their highest spin component. In this article, we start instead from a definite representation of a supersymmetry to generate supersymmetric models in lower dimensions by symmetry reduction. This approach has been successfully applied in flat spacetime by Brink, Schwarz, and Scherk, ${ }^{8}$ who derived the extended supersymmetric Yang-Mills models in $3+1$ dimensions from higher dimensional $N=1$ supersymmetric Yang-Mills models.

In the following, we examine the Wess-Zumino model ${ }^{9}$ and the four-dimensional $N=1$ supersymmetric YangMills system. ${ }^{10,11}$ Our purpose is to identify group actions leading to supersymmetric reduced systems. First, we present in Sec. II the invariance conditions for the fields of the (on-shell) supersymmetric multiplet involved in each model. In Sec. III, we show that the translations are the only subgroups (compatible with all Poincaré supersymmetry transformations) of the invariance group of the massive Wess-Zumino model that leave a supersymmetric residual system on the reduced space. Next, we devote Sec. IV to the investigation of the $N=1$ supersymmetric Yang-Mills theories. We look for subgroups of the conformal group [ $C(3,1)$ ] leading to reduced supersymmetry. It is found that the translations fulfill this requirement among the subgroups of the Poincaré group [ $P(3,1)$ ]. We also give a condition for the subgroups of $C(3,1)$. In the Appendix, a reduction of a supersymmetric Yang-Mills system without residual supersymmetry is discussed.

[^10]
## II. INVARIANCE CONDITIONS

The action of a symmetry group $G$ on Minkowski space $(M)$ generates a number of strata on which the invariance conditions are solved, each stratum being the set of orbits with conjugate isotropy subgroups ( $G_{0}$ ). For tensor and spinor fields, the invariance conditions under the action of the subgroups of the conformal group are, respectively, given in Refs. 12 and 13. However, for a multiplet of Dirac spinor fields transforming under a representation ( $\widetilde{D}$ ) of the gauge group ( $H$ ), we have the following expression ${ }^{5}$ :

$$
\begin{equation*}
\Psi(g x)=D\left({ }^{g} J(x)\right) \otimes \widetilde{D}\left(\rho^{-1}(g, x)\right) \Psi(x) \tag{2.1}
\end{equation*}
$$

for every element $g \in G \subset C(3,1)$, where $x \in M, D$ is the representation of the Jacobian $(J)$ of the group transformation $g$ [which is for an orthonormal frame the product of a conformal factor and the direct sum of the $\left(\frac{1}{2}, 0\right)$ and $\left(0, \frac{1}{2}\right)$ basic representations of $\operatorname{SL}(2, \mathbb{C})]$, and $\rho: G \times M \rightarrow H$, is the "transformation function" ${ }^{1}$ which characterizes the group action on the gauge bundle. In order to determine the invariant fields, we have first to solve the isotropy condition, i.e., the set of linear algebraic equations derived from the invariance condition at the isotropy point $x_{0}$ of each orbit for each element ( $g_{0}$ ) of the isotropy subgroup at this point [ $G_{0}\left(x_{0}\right)$ ]. The isotropy condition for the spinor fields multiplet derived from (2.1) is

$$
\begin{equation*}
\Psi\left(x_{0}\right)=D\left(g_{0} J\left(x_{0}\right)\right) \otimes \widetilde{D}\left(\lambda\left(g_{0}\right)\right) \Psi\left(x_{0}\right), \tag{2.2}
\end{equation*}
$$

where $\lambda\left(g_{0}\right)=\rho^{-1}\left(g_{0}, x_{0}\right)$, corresponds to the homomorphism of $G_{0}$ into the gauge group classifying the gauge bundles admitting a lift of the group action (see Ref. 1). We obtain the invariant field on each stratum by acting with $G$ on the solution to the isotropy condition (2.2) and by smoothly ( $C^{\infty}$ ) joining (if possible) on the stratum the resulting fields on each orbit (for details and examples, see Refs. 12 and 13).

As for the invariant gauge fields, they satisfy, for every $g \in G$, the condition ${ }^{1}$

$$
\begin{equation*}
\left(f_{g}^{*} \omega\right)(x)=\operatorname{Ad} \rho^{-1}(g, x) \omega(x)+\rho^{-1}(g, x) d \rho(g, x), \tag{2.3}
\end{equation*}
$$

where $\omega$ is a gauge field (one-form connection) and Ad denotes the adjoint representation of the gauge group. Their isotropy condition is simply

$$
\begin{equation*}
\left(f_{g_{0}}^{*} \omega\right)\left(x_{0}\right)=\operatorname{Ad} \lambda\left(g_{0}\right) \omega\left(x_{0}\right) \tag{2.4}
\end{equation*}
$$

Let us note that the compatibility between the invariance conditions and the gauge transformations requires that
a gauge field $\omega^{\prime}$, obtained from a gauge transformation $h(x)$ on $\omega$, obeys the invariance condition (2.3) with a transformation function $\rho^{\prime}(g, x)$ given by

$$
\begin{equation*}
\rho^{-1}(g, x)=h^{-1}(x) \rho^{-1}(g, x) h(x) \tag{2.5}
\end{equation*}
$$

## III. WESS-ZUMINO MODEL

The (on-shell) Wess-Zumino model is formed of one complex scalar field ( $\phi$ ) and one anticommuting Majorana spinor field (Weyl component: $\psi$ ) with the following Lagrangian density, written in the Weyl spinor notation (see Ref. 14):

$$
\begin{align*}
\mathscr{L}= & \frac{1}{2}\left(\partial_{\mu} \phi \partial^{\mu} \phi^{*}-m^{2} \phi^{*} \phi\right) \\
& +\frac{1}{2}\left(i \psi \sigma^{\mu} \partial_{\mu} \bar{\psi}+i \bar{\psi} \bar{\sigma}^{\mu} \partial_{\mu} \psi-m \psi \psi-m \bar{\psi} \bar{\psi}\right) \tag{3.1}
\end{align*}
$$

The (on-shell) supersymmetry transformations leaving the corresponding action invariant are

$$
\begin{equation*}
\delta_{\varepsilon} \phi=2 \epsilon \psi \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\epsilon} \psi=-\left(i \sigma^{\mu} \bar{\epsilon} \partial_{\mu} \phi+m \epsilon \phi^{*}\right) \tag{3.3}
\end{equation*}
$$

where $\epsilon$ and $\bar{\epsilon}$ are defined as the $\operatorname{SL}(2, \mathbb{C})$ components of the infinitesimal anticommuting Majorana spinor parameter.

Since the reduced systems are required to be supersymmtric, the fields ( $\phi^{\prime}$ and $\psi^{\prime}$ ) resulting from any supersymmetry transformation must also satisfy the invariance conditions imposed on the original fields $\phi$ and $\psi$ :

$$
\begin{equation*}
\phi^{\prime}(g x)=\phi^{\prime}(x) \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{\prime}(g x)=D^{(1 / 2,0)}(g J(x)) \psi^{\prime}(x) \tag{3.5}
\end{equation*}
$$

where $\phi^{\prime}=\phi+\delta_{\epsilon} \phi, \psi^{\prime}=\psi+\delta_{\epsilon} \psi$, and $D^{(1 / 2,0)}$ stands for the ( $\frac{1}{2}, 0$ ) basic representation of $\operatorname{SL}(2, \mathbb{C})$. The invariance conditions and all the supersymmetry transformations are then compatible if

$$
\begin{equation*}
\left(\delta_{\epsilon} \phi\right)(g x)=\left(\delta_{\epsilon} \phi\right)(x) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\delta_{\epsilon} \psi\right)(g x)=D\left({ }^{g} J(x)\right)\left(\delta_{\epsilon} \psi\right)(x) \tag{3.7}
\end{equation*}
$$

for all $g \in G$ and all $\epsilon$.
In addition to the invariance condition

$$
\begin{equation*}
\psi(g x)=D^{(1 / 2,0)}(g J(x)) \psi(x) \tag{3.8}
\end{equation*}
$$

we find from the transformation (3.2) and the condition (3.6) that the spinor $\psi$ is subjected to the constraint

$$
\begin{equation*}
\psi(g x)=\psi(x) \tag{3.9}
\end{equation*}
$$

Moreover, the invariance condition for massive $\phi$, the transformation (3.3) and the condition (3.7) imply that

$$
\begin{equation*}
\phi^{*}(x)\left(1_{2}-D^{(1 / 2,0)}\left({ }^{g} J(x)\right)\right)=0 \tag{3.10}
\end{equation*}
$$

for all $g \in G$. Assuming a nontrivial invariant scalar field $\phi$, we deduce from (3.10) that the spinor representation of the Jacobian must be the identity at any point of the stratum. Although the invariance group of the model is the Poincare group, only the translations (neglecting the discrete subgroups) satisfy the above constraint. These subgroups also ensure the compatibility between the conditions (3.8) and (3.9). Consequently, the translations are the only (contin-
uous) space-time transformations allowing reductions of the massive Wess-Zumino model with residual supersymmetry. For example, the invariance under two-dimensional space translations yields a supersymmetric system composed of a noninteracting Dirac spinor field with a scalar field in $1+1$ dimensions. The residual supersymmetry transformations are easily obtained by substituting the invariant fields in the formulas (3.2) and (3.3).

## IV. SIMPLE SUPERSYMMETRIC YANG-MILLS <br> SYSTEMS

A simple ( $N=1$ ) supersymmetric Yang-Mills theory (on-shell) in $3+1$ dimensions consists of a Yang-Mills field minimally coupled to a multiplet of anticommuting Majorana spinor fields transforming under the adjoint representation of the gauge group. Its Lagrangian density, expressed in the Weyl spinor notation (see Ref. 14), is

$$
\begin{align*}
\mathscr{L}= & -\frac{1}{4} F_{\mu \nu}^{a} F^{\mu \nu a} \\
& +(i / 2)\left[\bar{\psi}^{a} \bar{\sigma}^{\mu}\left(D_{\mu} \psi\right)^{a}+\psi^{a} \sigma^{\mu}\left(D_{\mu} \bar{\psi}\right)^{a}\right] \tag{4.1}
\end{align*}
$$

where $F_{\mu \nu}$ represents the field strength corresponding to the gauge field $\omega_{\mu}, D_{\mu}$ is the covariant derivative with respect to the gauge field, and $\psi$ is the ( $\frac{1}{2}, 0$ ) Weyl component of the Majorana spinor field. The corresponding action is left invariant under the following (on-shell) supersymmetry transformations, which form a representation of the superPoincaré algebra:

$$
\begin{equation*}
\delta_{\epsilon} \omega_{\mu}^{a}=i \overline{\mathscr{C}} \gamma_{\mu} \Psi^{a}=i\left(\bar{\epsilon} \bar{\sigma}_{\mu} \psi^{a}+\epsilon \sigma_{\mu} \bar{\psi}^{a}\right) \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\epsilon} \psi^{a}=-\frac{1}{2} F_{\mu \nu}^{a} \sigma^{\mu \nu} \epsilon \tag{4.3}
\end{equation*}
$$

where $\epsilon$ and $\bar{\epsilon}$ are the $\operatorname{SL}(2, \mathrm{C})$ components of the anticommuting Majorana four-spinor parameter $\mathscr{E}$, and $\Psi$ is the four-component Majorana spinor field with values in the Lie algebra of the gauge group. (Use of the four-spinor notation will sometimes be made for brevity. ${ }^{14}$ )

As in Sec. III, a reduced supersymmetry is ensured if the invariance conditions are also imposed on the gauge and spinor fields coming from any supersymmetry transformations (4.2) and (4.3). This means that

$$
\begin{equation*}
\left(f_{g}^{*} \omega^{\prime}\right)(x)=\operatorname{Ad} \rho^{-1}(g, x) \omega^{\prime}(x)+\rho^{-1}(g, x) d \rho(g, x) \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{\prime}(g x)=D^{(1 / 2,0)}\left({ }^{g} J(x)\right) \otimes \operatorname{Ad} \rho^{-1}(g, x) \psi^{\prime}(x) \tag{4.5}
\end{equation*}
$$

where $\omega^{\prime}=\omega+\delta_{\epsilon} \omega$ and $\psi^{\prime}=\psi+\delta_{\epsilon} \psi$. Let us remark that a supersymmetric residual system is also produced if the fields $\omega^{\prime}$ and $\psi^{\prime}$ are gauge equivalent to invariant fields. We discuss this case at the end of this section.

From Eqs. (4.4) and (4.5) and the invariance conditions for the gauge field $(\omega)$ and the spinor field $(\psi)$, we get

$$
\begin{equation*}
\left(f_{g}^{*} \delta_{\epsilon} \omega\right)(x)=\operatorname{Ad} \rho^{-1}(g, x) \delta_{\epsilon} \omega(x) \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\delta_{\epsilon} \psi\right)(g x)=D^{(1 / 2,0)}\left({ }^{g} J(x)\right) \otimes \operatorname{Ad} \rho^{-1}(g, x) \delta_{\epsilon} \psi(x) \tag{4.7}
\end{equation*}
$$

These conditions hold for every Majorana spinor $\epsilon$ (i.e., for every Poincaré supersymmetry transformation) if we have

$$
\begin{equation*}
\bar{\sigma}_{\mu} \psi(g x)^{g} J(x)_{\nu}^{\mu}=\bar{\sigma}_{\nu} \operatorname{Ad} \rho^{-1}(g, x) \psi(x) \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{\mu \nu} F_{\mu \nu}(g x)=D^{(1 / 2,0)}(g J(x)) \sigma^{\mu \nu} \operatorname{Ad} \rho^{-1}(g, x) F_{\mu \nu}(x) \tag{4.9}
\end{equation*}
$$

At the isotropy point $x_{0}$, the above expressions simplify to

$$
\begin{equation*}
\bar{\sigma}_{\mu} \psi\left(x_{0}\right)^{g_{0}} J\left(x_{0}\right)_{\nu}^{\mu}=\bar{\sigma}_{v} \operatorname{Ad} \lambda\left(g_{0}\right) \psi\left(x_{0}\right) \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{\mu \nu} F_{\mu \nu}\left(x_{0}\right)=D^{(1 / 2,0)}\left(g_{0} J\left(x_{0}\right)\right) \sigma^{\mu \nu} \operatorname{Ad} \lambda\left(g_{0}\right) F_{\mu \nu}\left(x_{0}\right) \tag{4.11}
\end{equation*}
$$

where $g_{0} \in G_{0}$. Substituting, respectively, the isotropy conditions for the spinor field and the field strength in Eqs. (4.10) and (4.11), we find the constraints

$$
\begin{equation*}
\left[\bar{\sigma}^{\mu g_{0}} J\left(x_{0}\right)_{v}^{\mu}-\bar{\sigma}_{\nu} D^{-1}\left(g_{0} J\left(x_{0}\right)\right)\right] \psi\left(x_{0}\right)=0 \tag{4.12}
\end{equation*}
$$

and
$\left[\sigma^{\mu \nu}-D\left({ }^{g_{0}} J\left(x_{0}\right)\right) \sigma^{\lambda \rho g_{0}} J\left(x_{0}\right)_{\lambda}^{\mu}{ }_{\lambda}^{g_{0}} J\left(x_{0}\right)_{\rho}^{\nu}\right] F_{\mu \nu}\left(x_{0}\right)=0$,
where $\psi\left(x_{0}\right)$ and $F_{\mu \nu}\left(x_{0}\right)$ are assumed to be nontrivial.
We next look for the symmetry subgroups of $P(3,1)$ obeying (4.8) and (4.9) with the invariant fields $\psi$ and $F_{\mu \nu}$. Choosing an orthonormal frame on Minkowski space, the Jacobian matrix ${ }^{g_{0}} J\left(x_{0}\right)$ induces a homomorphism of the isotropy subgroup $G_{0}$ into the Lorentz group $\operatorname{SO}(3,1)$. Therefore Eq. (4.12) can be written as
$\left[D^{(1 / 2,0)}\left({ }^{g_{0}} \Lambda^{-1}\right)^{\dagger}-\mathbb{1}_{2}\right] \bar{\sigma}_{v} D^{(1 / 2,0)}\left({ }^{g_{0}} \Lambda^{-1}\right) \psi\left(x_{0}\right)=0$,
with ${ }^{g_{0}} \Lambda \in \operatorname{SO}(3,1)$. However, no one-parameter subgroup of SO ( 3,1 ) satisfies (4.14). Since condition (4.14) is preserved by conjugations under $S O(3,1)$, this can be shown by considering only the one-parameter subgroups of $\mathrm{SO}(3,1)$ up to conjugations by $\mathrm{SO}(3,1): \cos \phi L_{3}+\sin \phi K_{3} \quad(0 \leqslant \phi<\pi)$, and $L_{2}+K_{1}$ (Ref. 15), where $L_{i}$ stands for the generator of the rotations around the $x^{i}$ axis, and $K_{i}$, for the generator of the boosts along the $x^{i}$ axis. But no nonvanishing $\psi\left(x_{0}\right)$ fulfills this condition for each of these one-parameter subgroups of $\operatorname{SO}(3,1)$. Hence the image of the Jacobian homomorphism at $x_{0}$ is the identity element (since we ignore the discrete subgroups), which means that $G_{0}\left(x_{0}\right)$ is included in the kernel of $J\left(x_{0}\right)\left(G_{0}\left(x_{0}\right) \subseteq \operatorname{Ker} J\left(x_{0}\right)\right)$. For the action of any subgroup of $P(3,1)$ on Minkowski space, the kernel of $J\left(x_{0}\right) \subseteq T(4)$ (the pure translations in four dimensions), and thus $G_{0} \subseteq T(4)$. This implies that $G_{0}\left(x_{0}\right)$ is the identity element. Consequently, the homomorphism $\lambda$ is trivial and from Corollary 3 of Ref. 1 , the transformation function equals the identity ( $\left.\rho^{-1}(g, x)=e\right)$.

Returning to Eq. (4.8), the value of $\rho$ enables us to write

$$
\begin{equation*}
\bar{\sigma}_{\mu} \psi(g x)^{8} \Lambda_{\nu}^{\mu}=\bar{\sigma}_{v} \psi(x) \tag{4.15}
\end{equation*}
$$

With use of the invariance condition (2.1) for the spinor field, this relation becomes

$$
\begin{equation*}
\left[D^{(1 / 2,0)}\left(8 \Lambda^{-1}\right)^{\dagger}-\mathbf{1}_{2}\right] \bar{\sigma}_{v} \psi(x)=0 \tag{4.16}
\end{equation*}
$$

for every value of the index $v$ and at every point $x$ of the stratum. But there exists no nontrivial spinor field $\psi(x)$ that obeys this equation for any of the one-parameter subgroups of $S O(3,1)$. As in the isotropy case, one can arrive at this result by looking at the above-mentioned one-parameter
subgroups of $\mathbf{S O}(3,1)$. We are thus left with the translations. The compatibility condition (4.9) for the invariant field strength $F_{\mu \nu}$ is also satisfied for these subgroups. Hence, only the reductions by translations permit a supersymmetry preserving the set of invariant fields. An example of such reductions is detailed in Brink et al. ${ }^{8}$ for two-dimensional space translations where a Yang-Mills system interacting with a complex scalar field and a Dirac spinor field in $1+1$ dimensions is derived.

Let us make a brief comment on the possible reductions for the subgroups of the conformal group $C(3,1)$. With a choice of orthonormal frames, the Jacobian at $x_{0}$ is a homomorphism of $G_{0}$ into the direct product of the Lorentz group with the group of dilatations:

$$
\begin{equation*}
g_{0} J\left(x_{0}\right): g_{0} \in G_{0}\left(x_{0}\right) \mapsto e^{\lambda_{g_{0}}\left(x_{0}\right)} g_{0} \Lambda\left(x_{0}\right) \in \mathbb{R}^{+} \times \operatorname{SO}(3,1), \tag{4.17}
\end{equation*}
$$

where $\lambda_{g_{0}}\left(x_{0}\right) \in \mathbb{R}$ and ${ }^{g_{0}} \Lambda \in \operatorname{SO}(3,1)$. The isotropy condition (4.10) then reads

$$
\begin{align*}
& {\left[e^{\lambda_{g_{0}}\left(x_{0}\right)} \bar{\sigma}^{\mu g_{0}} \Lambda\left(x_{0}\right)_{\nu}^{\mu}\right.} \\
& \left.\left.\quad-e^{-(3 / 2) \lambda_{g_{0}}\left(x_{0}\right)} \bar{\sigma}_{v} D^{(1 / 2,0)\left(g_{0}\right.} \Lambda^{-1}\left(x_{0}\right)\right)\right] \psi\left(x_{0}\right)=0 . \tag{4.18}
\end{align*}
$$

It turns out that all the one-parameter subgroups of $\mathbb{R}^{+} \times \mathbf{S O}(3,1)$ force the spinor field at the isotropy point to vanish. Thus we conclude that $G_{0}\left(x_{0}\right) \subseteq \operatorname{Ker} J\left(x_{0}\right)$.

Finally, in the hope of finding new subgroups leading to supersymmetric systems, we relax the compatibility conditions (4.4) and (4.5) by replacing the transformation function $\rho$ by a gauge equivalent one [see Eq. (2.5)]:

$$
\begin{align*}
\left(f_{g}^{*} \omega^{\prime}\right)(x)= & \operatorname{Ad} \rho^{\prime-1}(g, x) \omega^{\prime}(x) \\
& +\rho^{\prime-1}(g, x) d \rho^{\prime}(g, x) \tag{4.19}
\end{align*}
$$

and

$$
\begin{equation*}
\Psi^{\prime}(g x)=D\left({ }^{g} J(x)\right) \otimes \mathrm{Ad} \rho^{\prime-1}(g, x) \Psi^{\prime}(x) \tag{4.20}
\end{equation*}
$$

It corresponds to allow each invariant field transformed by a supersymmetry to be equivalent up to a gauge transformation (which can be a function of the Majorana spinor parameter $\mathscr{E}$ ) to a field of the set of invariant fields under the symmetry group $G$. On the other hand, these conditions involve explicitly the transformation function $\rho$.

For $G \subset P(3,1)$, the following expressions in four-spinor notation are deduced from (4.19) and (4.20) at the isotropy point (for every value of the Majorana spinor $\mathscr{E}$ ):

$$
\begin{equation*}
X_{\mu}\left(x_{0}, \mathscr{E}\right)^{g_{0}} \Lambda_{v}^{\mu}=\operatorname{Ad} \lambda\left(g_{0}\right) X_{v}\left(x_{0}, \mathscr{E}\right) \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
D^{-1}\left(g_{0} \Lambda\right) \Phi\left(x_{0}, \mathscr{E}\right)=\operatorname{Ad} \lambda\left(g_{0}\right) \Phi\left(x_{0}, \mathscr{E}\right) \tag{4.22}
\end{equation*}
$$

with the definitions

$$
\begin{equation*}
X_{\mu}\left(x_{0}, \mathscr{C}\right) \equiv \operatorname{Ad} h\left(x_{0}, \mathscr{E}\right)\left[\overline{\mathscr{C}} \gamma_{\mu} \Psi\left(x_{0}\right)-\omega_{\mu}\left(x_{0}\right)\right] \tag{4.23}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi\left(x_{0}, \mathscr{E}\right) \equiv \operatorname{Ad} h\left(x_{0}, \mathscr{E}\right)\left[F^{\mu \nu}\left(x_{0}\right) \sigma_{\mu \nu} \mathscr{E}-\Psi\left(x_{0}\right)\right] \tag{4.24}
\end{equation*}
$$

If $G_{0}=\{e\}$, then $\rho^{\prime}=\rho=\{e\}$, and therefore, no symmetry groups other than the translations are admissible. For $G_{0} \neq\{e\}$, Eqs. (4.21) and (4.22) for $X_{\mu}\left(x_{0}, \mathscr{E}\right)$ and
$\Phi\left(x_{0}, \mathscr{E}\right)$ are, respectively, equivalent to the isotropy conditions for the gauge field $\omega_{\mu}$ and the spinor field $\Psi$, and thus the solution $X_{\mu}$ has the same form as $\omega_{\mu}\left(x_{0}\right)$, and the solution $\Phi$, the same as $\Psi$. Since $\Psi\left(x_{0}\right)$ and $\omega\left(x_{0}\right)$ span different subspaces of the gauge algebra (when $G_{0} \neq\{e\}$ ), there exists no $\operatorname{Ad} h\left(x_{0}, \mathscr{E}\right)$ automorphism of the gauge algebra such that (4.23) and (4.24) are satisfied, and therefore no new supersymmetric residual system is obtained. In the Appendix, we look at the SO (3) invariant gauge and spinor fields of the SU (3) supersymmetric Yang-Mills system as an example of the above discussion.

## V.SUMMARY

We have investigated in this paper the reduction by symmetry of two simple supersymmetric models. We have found that the massive Wess-Zumino model can be reduced to supersymmetric systems by the translation subgroups of the Poincaré group by looking at the compatibility between all the supersymmetry transformations and the invariance conditions. The residual supersymmetry is derived by substitution of the invariant fields in the supersymmetry transformations of the model. We have also studied the $N=1$ four-dimensional supersymmetric Yang-Mills system. It has been shown that no residual supersymmetry is left for any subgroup of the Poincaré group except the pure translations (if we demand compatibility of the reduction with all Poincaré supersymmetry transformations), and that a reduced supersymmetry requires at least a trivial Jacobian homomorphism of the isotropy subgroup for any subgroup of the conformal group. No other subgroup of $P(3,1)$ produces such reductions even if we relax the compatibility conditions by allowing each invariant field tranformed by supersymmetry to be equivalent up to a gauge transformation to a field of the set of invariant fields under the symmetry group chosen. Finally, the SO(3) invariant gauge and spinor fields of the $N=1$ supersymmetric Yang-Mills system with gauge group $S U(3)$ are discussed in the Appendix as an example of a reduction that leaves no supersymmetry.

In future work, it would be interesting to study the symmetry reduction of higher-dimensional supersymmetric systems to four-dimensional supersymmetric models. For instance, this method can be applied to derive the SO(8) supergravity model from simple supergravity in 11 dimensions. ${ }^{16}$ Further results have been published recently by Manton ${ }^{17}$ who considered nontrivial coset spaces as extradimensional compact manifolds.
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## APPENDIX: SO(3) INVARIANCE OF THE SU(3) ONSHELL SIMPLE SUPER-YANG-MILLS MULTIPLET

In the following, we give an example of a reduction leading to a residual system which is not supersymmetric. For
simplicity, we look at the $N=1$ supersymmetric YangMills system with gauge group $\operatorname{SU}(3)$ reduced by symmetry SO (3). The SO (3) reduction of the same model with gauge group SU(2) leaves only a Yang-Mills field and a multiplet of scalar fields. We use for that purpose the Gell-Mann representation of the generators $\lambda_{a}$ of $\operatorname{SU}(3)$, with $a=1, \ldots, 8$, and their adjoint representation $\left(\lambda_{a}^{\text {Ad }}\right)_{b}{ }^{c}=-\left(f_{a}\right)_{b}{ }^{c}(a, b$, $c=1, \ldots, 8)$, where the quantities $f_{a b}{ }^{c}$ are the structure constants of the Lie algebra su(3). The orbits generated under the action of SO(3) are two-dimensional spheres that form a stratum parametrized by the time $t \in \mathbf{R}$ and the radii $r \in \mathbf{R}^{+}$of the spheres, leaving the origin as a singular orbit.

The invariant gauge field is obtained either by the invariance condition (2.3) or equivalently by the Theorem 2 of Ref. 5. In the former case, the transformation function can be written as an extension of the homomorphism $\lambda$ of the isotropy group SO (2) into SU (3). For any isotropy point $x_{0}$ along the $z$ axis, except the origin, the isotropy subgroup consists of the rotations $e^{\chi L_{s}}$. Accordingly, we choose the following homomorphism (up to a $\mathbb{Z}_{2}$ factor) of SO (3) for the transformation function $\left(\rho^{-1}\right)$ :

$$
\begin{align*}
\rho^{-1}: g & =e^{\phi L_{3}} e^{\theta L_{2}} e^{\chi L_{3}} \in \operatorname{SO}(3) \\
& \mapsto\left[\begin{array}{cc}
\phi e^{\phi T_{3}} e^{\theta \tau_{2}} e^{\chi \tau_{3}} & 0 \\
0 & 1
\end{array}\right] \in \operatorname{SU}(2) \subset \operatorname{SU}(3), \tag{A1}
\end{align*}
$$

where $\phi, \theta$, and $\chi$ are the rotation angles, $\left\{L_{i}\right\}$ are the generators of $\operatorname{SO}(3)$, and $\left\{\tau_{i} \equiv \sigma_{i} / 2 i\right\}$ are the generators of $\mathbf{S U}(2)$. Let us mention that the isomorphism of SO (3) onto an $\operatorname{SO}$ (3) subgroup of $\mathrm{SU}(3)$ implies a zero invariant spinor field and that the trivial homomorphism $\left[\lambda\left(G_{0}\right)=\{e\}\right]$ permits only a pure (zero curvature) invariant Yang-Mills field. [As for the other homomorphisms $\lambda$, they can not be extended to global homomorphisms ( $\rho^{-1}$ ) including the origin, and we ignore them.]

The isotropy condition for the gauge field (2.4) is explicitly

$$
\begin{equation*}
\omega_{\mu}\left(x_{0}\right)^{8_{0} J}\left(x_{0}\right)^{\mu}{ }_{v}=\operatorname{Ad} \lambda\left(g_{0}\right) \omega_{v}\left(x_{0}\right), \tag{A2}
\end{equation*}
$$

for every $g_{0} \in G_{0}$. Its solution at the isotropy point $x_{0}=(0,0,0, z \neq 0)$ is given in matrix form by
$\left[\omega\left(x_{0}\right)\right]_{\mu}{ }^{a}=\left[\begin{array}{rrrrrrrr}0 & 0 & C & 0 & 0 & 0 & 0 & E \\ A & B & 0 & 0 & 0 & 0 & 0 & 0 \\ -B & A & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & D & 0 & 0 & 0 & 0 & F\end{array}\right],{ }_{(\mathrm{A} 3)}$ where $A, \ldots, F$ are constants. Inserting this expression in the invariance condition (2.3) and letting the parameters $A, \ldots, F$ vary smoothly ( $C^{\infty}$ ) on the stratum, we obtain the most general $\mathbf{S O}$ (3) invariant $\mathbf{S U}(3)$ gauge field (for $\lambda$ ):

$$
\begin{align*}
\omega_{\mu}(x)= & \delta_{\mu 0}\left(C x^{i} \lambda_{i}^{\prime}+E \lambda_{8}^{\prime}\right) \\
& +\delta_{\mu i}\left[A \lambda_{i}^{\prime}+(D-A)\left(x^{i} x^{j} / r^{2}\right) \lambda_{j}^{\prime}\right. \\
& \left.-B e^{i j k}\left(x^{j} / r\right) \lambda_{k}^{\prime}+F x^{i} \lambda_{8}^{\prime}\right], \tag{A4}
\end{align*}
$$

where $A, \ldots, F$ are functions of $r$ and $t$, and $\lambda_{a}^{\prime} \equiv \lambda_{a} / 2 i(i, j$, $k=1,2,3$ ).

For the spinor field, the isotropy condition (2.2) reads

$$
\begin{equation*}
\Psi\left(x_{0}\right)=\left[D^{(1 / 2,0)}\left(\mathrm{g}_{0} J\left(x_{0}\right)\right)\right] \otimes \operatorname{Ad} \lambda\left(g_{0}\right) \Psi\left(x_{0}\right), \tag{A5}
\end{equation*}
$$

where $\Psi \in \mathbb{C}^{4 \times 8}$ is a Dirac spinor field. At the isotropy point $x_{0}=(0,0,0, z)$, the solution to (A4) has the form
$\Psi\left(x_{0}\right)=\left[\begin{array}{l}\alpha \\ \beta \\ \gamma \\ \delta\end{array}\right] \lambda_{4}^{\prime}+\left[\begin{array}{r}-i \alpha \\ i \beta \\ -i \gamma \\ i \delta\end{array}\right] \gamma_{5}^{\prime}+\left[\begin{array}{c}\alpha^{\prime} \\ \beta^{\prime} \\ \gamma^{\prime} \\ \delta^{\prime}\end{array}\right] \gamma_{6}^{\prime}+\left[\begin{array}{r}i \alpha^{\prime} \\ -i \beta^{\prime} \\ i \gamma^{\prime} \\ i \delta^{\prime}\end{array}\right] \lambda_{7}^{\prime}$,
where $\alpha, \ldots, \delta$ and $\alpha^{\prime}, \ldots, \delta^{\prime}$ are constants. Imposing the Majorana constraint requires that

$$
\begin{equation*}
\alpha=-\delta^{*}, \quad \beta=\gamma^{*}, \quad \alpha^{\prime}=-\delta^{\prime *}, \quad \beta^{\prime}=\gamma^{\prime *} \tag{A7}
\end{equation*}
$$

We determine the $\mathbf{S O}(3)$ invariant Majorana spinor field with values in the gauge algebra su(3) by substituting (A6) and (A7) in the invariance condition (2.1) and by allowing $\alpha, \beta, \alpha^{\prime}$, and $\beta^{\prime}$ to depend smoothly on the parameters $r$ and $t$ of the orbits. For simplicity, we write

$$
\begin{align*}
\Psi^{\mathrm{Maj}}(t, r, \theta, \phi)= & {\left[\begin{array}{cc}
e^{\phi \tau_{3}} \epsilon^{\theta \tau_{2}} & O_{2} \\
O_{2} & e^{\phi \tau_{3}} e^{\theta \tau_{2}}
\end{array}\right] } \\
& \otimes \operatorname{Ad}\left(e^{\phi \lambda_{3}^{\prime}} e^{\theta \lambda_{2}^{\prime}}\right) \Psi^{\mathrm{Maj}}(t, r), \tag{A8}
\end{align*}
$$

where $\Psi^{\mathrm{Maj}}(t, r)$ stands for the spinor (A6) with the restrictions (A7). Let us point out that the $\mathrm{SO}(3)$ invariant spinor $\Psi^{\text {Maj }}(t, r, \theta, \phi)$ belongs to the subspace of su(3) spanned by $\left\{\lambda_{4}, \lambda_{5}, \lambda_{6}, \lambda_{7}\right\}$, and that the $S O(3)$ invariant gauge field (A3) takes values in the orthogonal subspace (with respect to the Killing form) generated by $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{8}\right\}$. From this fact, it is easily seen by introducing the invariant fields (A3) and (A8) in the supersymmetry transformations (4.2) and (4.3) that no supersymmetry is left.

However, as mentioned in Sec. IV, the compatibility conditions can be weakened by demanding instead a residual supersymmetry up to a gauge transformation. But even in that case, the conditions (4.1) and (4.2) are still too stringent. The relation (4.21) for $X_{\mu}\left(x_{0}, \mathscr{E}\right)$ is equivalent to the isotropy condition (A2) for $\omega_{\mu}\left(x_{0}\right)$, and therefore the solution $X_{\mu}$ has the form (A3), except that the parameters can depend on the Majorana spinor $\mathscr{E}$. It follows that the expression (4.23) cannot be satisfied even if we add a gauge transformation since Ad $h\left(x_{0}, \mathscr{E}\right)$ is an automorphism of the gauge algebra.
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#### Abstract

It is shown that in an algebraically special space-time that admits a congruence of null strings, the Yang-Mills equations with sources reduce to a pair of nonlinear first-order differential equations for two matrices, provided that the gauge field is aligned with the congruence. In the case where the current is tangent to the null strings, the gauge field is determined by a matrix potential that has to satisfy a second-order differential equation with quadratic nonlinearities. As an example of this case, the Yang-Mills-Weyl equations are reduced, assuming that the multiplet of Weyl neutrino fields are also aligned with the congruence, and a reduced form of the Einstein-Yang-Mills-Weyl equations is also given.


## I. INTRODUCTION

In a previous paper ${ }^{1}$ it was shown that, for an arbitrary gauge group, the source-free Yang-Mills equations reduce to a single nonlinear second-order differential equation for a matrix potential, provided that the field strength vanishes along a family of totally null two-dimensional surfaces on which the conformal curvature is zero. This restriction, which is the key in the process of integration of the equations, concerns the gauge field as well as the space-time. The latter, owing to the assumption that its conformal curvature vanishes on totally null two-dimensional subspaces, is algebraically special. The fact that these subspaces are tangent to a family, or congruence, of surfaces constitutes a further restriction.

The existence of a congruence of two-dimensional, totally null, geodesic surfaces ("null strings"), suitably correlated with the curvature of (the complex extension of) the space-time, is an essential ingredient in the treatment followed in the study of the self-dual gauge fields as well as in certain approaches used to obtain algebraically special solutions of Einstein's equations or of the equations for other fields in such spaces (see, e.g., Ref. 1 and the references cited therein, see also Ref. 2).

In the present paper the Yang-Mills equations with sources are reduced, with the restriction on the field strength mentioned above. In the more general case we show that the gauge field is expressed in terms of two matrices that must satisfy one pair of nonlinear first-order differential equations. In the special case where the source of the field is also aligned with the congruence of null strings, the field is given in terms of a single matrix potential that obeys a nonlinear second-order differential equation. As an example of this special case, the simultaneous reduction of the equations for a gauge field coupled to a multiplet of spin $-\frac{1}{2}$ massless fields (Weyl neutrino fields) is given. Finally, we show how one can take into account the interaction of these fields with the gravitational field, by reducing the coupled Einstein-Yang-Mills-Weyl equations.

## II. PRELIMINARIES

At a point of (the complex extension of) the space-time, each totally null two-dimensional subspace is determined by a one-index spinor, $l_{A}$ or $l_{A}$ (depending on whether the bivector corresponding to the subspace is self-dual or anti-selfdual). The subspaces defined by a spinor field, e.g., $l_{A}$, are tangent to a family of two-dimensional surfaces provided that

$$
\begin{equation*}
l^{\dot{A} l^{\dot{B}}} \nabla_{C \dot{A}} l_{\dot{B}}=0 . \tag{2.1}
\end{equation*}
$$

If $l_{A}$ satisfies the additional condition

$$
\begin{equation*}
l^{\dot{A}} l^{\dot{B}} l^{\dot{C}} C_{\dot{A B C D} \dot{D}}=0 \tag{2.2}
\end{equation*}
$$

where $C_{A B C D}$ denotes the spinor components of the anti-selfdual part of the conformal curvature (i.e., the conformal curvature restricted to the subspaces defined by $l_{A}$ vanishes), then the metric of the space-time can be written as ${ }^{3-5}$

$$
\begin{equation*}
g=2 \phi^{-2} d q^{A} \underset{s}{\otimes}\left(d p_{A}+Q_{A B} d q^{B}\right) \tag{2.3}
\end{equation*}
$$

where $q^{4}$ and $p^{4}$ are (complex) coordinate functions, $\phi$ is a function that satisfies the equation

$$
\begin{equation*}
l^{\dot{A}} \nabla_{B \dot{C}} l_{\dot{A}}=l_{\dot{C}} l^{\dot{A}} \partial_{B \dot{A}} \ln \phi, \tag{2.4}
\end{equation*}
$$

and the functions $Q_{A B}$ are such that $Q_{A B}=Q_{B A}$. The tangent vectors

$$
\begin{align*}
& \partial_{A \mathrm{i}}=\sqrt{2} \frac{\partial}{\partial p^{4}} \equiv \sqrt{2} \partial_{A} \\
& \partial_{A \dot{2}}=\sqrt{2} \phi^{2}\left(\frac{\partial}{\partial q^{4}}+Q_{A B} \partial^{B}\right) \equiv \sqrt{2} \phi^{2} D_{A} \tag{2.5}
\end{align*}
$$

form a null tetrad (with $\partial_{A \dot{B}} \cdot \partial_{C \dot{D}}=-2 \epsilon_{A C} \epsilon_{\dot{B} D}$ ). (The spinor indices are raised and lowered according to $\psi_{A}=\epsilon_{A B} \psi^{B}, \psi^{B}=\epsilon^{A B} \psi_{A}$, and similarly for dotted indices.) The differential operators defined in (2.5) satisfy the commutation relations

$$
\begin{equation*}
\partial^{A} \partial_{A}=0 \tag{2.6a}
\end{equation*}
$$

$$
\begin{align*}
& \partial^{A} D_{B}=D_{B} \partial^{A}+\left(\partial^{A} Q_{B C}\right) \partial^{C}  \tag{2.6b}\\
& D^{A} D_{A}=\left(D^{A} Q_{A B}\right) \partial^{B} \tag{2.6c}
\end{align*}
$$

## III. REDUCTION OF THE YANG-MILLS EQUATIONS

The Yang-Mills equations with sources, written in spinor notation, are

$$
\begin{align*}
& \nabla_{\dot{R}}^{A} F_{A B}+\left[A_{\dot{R}}, F_{A B}\right]=j_{B \dot{R}},  \tag{3.1a}\\
& \nabla_{R}^{\dot{A}} F_{\dot{A} \dot{B}}+\left[A_{R}^{\dot{A}}, F_{\dot{A} \dot{B}}\right]=j_{R \dot{B}}, \tag{3.1b}
\end{align*}
$$

with

$$
\begin{align*}
& F_{A B}=\nabla_{(A}^{{ }^{k}} A_{B) \dot{R}}+A_{(A}{ }^{\dot{k}} A_{B) \dot{R}},  \tag{3.2a}\\
& F_{\dot{A} \dot{B}}=\nabla^{R}{ }_{(\dot{A}} A_{|R| \dot{B})}+A^{R}{ }_{(\dot{A}} A_{|R| \dot{B})} \tag{3.2b}
\end{align*}
$$

(Round brackets denote symmetrization on the indices enclosed. The indices between bars are excluded from the symmetrization. ) Matrices $F_{A B}$ and $F_{A B}$ are matrices that represent the spinor components of the self-dual and the anti-self-dual parts of the field strength, respectively. Here, $F_{A B}=F_{B A}$ and $F_{\dot{A} \dot{B}}=F_{\dot{B} \dot{A}} \cdot A_{A \dot{B}} \equiv A\left(\partial_{A \dot{B}}\right)$, where $A$ denotes the matrix-valued potential one-form of the gauge field, $\nabla_{A B}$ is the covariant derivative with respect to the Levi-Civita connection along $\partial_{A \dot{B}}$, and $j_{A \dot{B}}$ denotes the spinor components of the matrix-valued current, which is produced by a matter field coupled to the gauge field. If the gauge group consists of unitary matrices then, for a real tangent vector $v$, $A(v)$ is skew Hermitian, therefore if the tetrad $\partial_{A \dot{B}}$ satisfies $\overline{\partial_{A \dot{B}}}=\partial_{B \dot{A}}$, then $\left(A_{A \dot{B}}\right)^{\dagger}=-A_{B \dot{A}},\left(F_{A B}\right)^{\dagger}=-F_{\dot{A} \dot{B}}$, and $\left(j_{A \dot{B}}\right)^{\dagger}=-j_{B A}$, where ${ }^{\dagger}$ denotes the Hermitian adjoint.

In the forthcoming we will reduce Eqs. (3.1) assuming that the space-time admits a nontrivial solution, $l_{A}$, of (2.1) and (2.2) and that the field strength satisfies the alignment condition

$$
\begin{equation*}
l^{\dot{A}} l^{\dot{B}} F_{A \dot{B}}=0 . \tag{3.3}
\end{equation*}
$$

With these assumptions, the metric of the space-time is given by (2.3), and with respect to the basis (2.5), condition (3.3) amounts to $F_{\mathrm{ii}}=0$. Then, expressing all the components with respect to the tetrad (2.5), from Eq. (3.2b) it follows that ${ }^{1}$

$$
\begin{equation*}
A_{R \mathrm{i}}=\sqrt{2} M^{-1} \partial_{R} M, \tag{3.4}
\end{equation*}
$$

where $M$ is a nonsingular matrix. In other words, the condition $F_{\mathrm{ii}}=0$ means that the curvature of the gauge field, represented by the field strength, restricted to the null strings, vanishes. Since $A_{R \mathrm{i}}=\boldsymbol{A}\left(\partial_{R \mathrm{i}}\right)$ and $\partial_{R \mathrm{i}}$ are tangent to the null strings, the matrices $A_{R i}$ determine the parallel transport (in the "internal space") along the directions tangent to the null strings, therefore, there exists a guage in which $A_{R i}$ is equal to zero. The matrix $M$ represents the transformation to the gauge in which $A_{R i}$ vanishes. However, the fact that the tangent directions to the null strings cannot be all real implies that $M$ does not necessarily belong to the gauge group.

Using (3.4) and the connection coefficients ${ }^{4,5}$ for the tetrad (2.5), one finds that the Yang-Mills equations (3.1) are given explicitly by

$$
\begin{equation*}
\sqrt{2} \partial^{A}\left(M \phi^{-2} F_{A B} M^{-1}\right)=M \phi^{-2} j_{B i} M^{-1} \tag{3.5a}
\end{equation*}
$$

$$
\begin{align*}
& \sqrt{2}\left\{D^{A}\left(M \phi^{-2} F_{A B} M^{-1}\right)-\left(\partial_{B} Q^{A R}\right) M \phi^{-2} F_{A R} M^{-1}\right\} \\
& \quad+\left[M\left(\phi^{-2} A_{i}-\sqrt{2} M^{-1} D^{A} M\right) M^{-1},\right. \\
& \left.\quad M \phi^{-2} F_{A B} M^{-1}\right]=M \phi^{-4} j_{B 2} M^{-1}  \tag{3.5b}\\
& \sqrt{2} \partial_{R}\left(M \phi^{-2} F_{i 2} M^{-1}\right)=M \phi^{-2} j_{R 1} M^{-1}  \tag{3.6a}\\
& \sqrt{2} \partial_{R}\left(M \phi^{-4} F_{i 2} M^{-1}\right)-\sqrt{2} D_{R}\left(M \phi^{-2} F_{i 2} M^{-1}\right) \\
& \quad-\left[M\left(\phi^{-2} A_{R 2}-\sqrt{2} M^{-1} D_{R} M\right) M^{-1}\right. \\
& \left.M \phi^{-2} F_{i 2} M^{-1}\right]=M \phi^{-4} j_{R 2} M^{-1}, \tag{3.6b}
\end{align*}
$$

with

$$
\begin{align*}
& M \phi^{-2} F_{A B} M^{-1} \\
& =\sqrt{2} \partial_{(A}\left\{M\left(\phi^{-2} A_{B) 2}-\sqrt{2} M^{-1} D_{B)} M\right) M^{-1}\right\},  \tag{3.7}\\
& 2 M \phi^{-2} F_{\mathrm{i} \dot{2}} M^{-1} \\
& =\sqrt{2} \partial^{R}\left\{M\left(\phi^{-2} A_{R \dot{2}}-\sqrt{2} M^{-1} D_{R} M\right) M^{-1}\right\},  \tag{3.8a}\\
& M \phi^{-4} F_{i 2} M^{-1} \\
& =\sqrt{2} D^{R}\left\{M\left(\phi^{-2} A_{R \dot{2}}-\sqrt{2} M^{-1} D_{R} M\right) M^{-1}\right\} \\
& +M\left(\phi^{-2} A^{R}{ }_{2}-\sqrt{2} M^{-1} D^{R} M\right) \\
& \times\left(\phi^{-2} A_{R 2}-\sqrt{2} M^{-1} D_{R} M\right) M^{-1} . \tag{3.8b}
\end{align*}
$$

The integrability condition of Eq. (3.6a) is obtained by applying $\partial^{R}$ on both sides of the equation; this gives [see (2.6a) $] \partial^{R}\left(M \phi^{-2} j_{R i} M^{-1}\right)=0$. Therefore, under the present assumptions, the source of the gauge field must be such that, locally,

$$
\begin{equation*}
M \phi^{-2} j_{R \mathrm{i}} M^{-1}=2 \sqrt{2} \partial_{R} \Lambda, \tag{3.9}
\end{equation*}
$$

where $\Lambda$ is a matrix made out of the matter field coupled to the gauge field. The matrix $\Lambda$ is gauge invariant and conformal invariant.

From the Yang-Mills equations (3.1) it follows that the current is "conserved" in the sense that

$$
\nabla^{A \dot{A}} j_{A \dot{B}}+\left[A^{A \dot{B}}, j_{A \dot{B}}\right]=0
$$

Using (3.4), this equation amounts to

$$
\begin{aligned}
& D^{A}\left(\phi^{-2} j_{A \mathrm{i}}\right)-\left(\partial_{S} Q^{S A}\right) \phi^{-2} j_{A \mathrm{i}} \\
& \quad+(1 / \sqrt{2})\left[\phi^{-2} A^{A}, \phi^{-2} j_{A i}\right] \\
& \quad-M^{-1} \partial^{A}\left(M^{-4} j_{A i} M^{-1}\right) M=0 .
\end{aligned}
$$

Then, substituting (3.9) and using the commutation relations (2.6), one finds

$$
\begin{align*}
& \partial^{A} D_{A} \Lambda-\left[M\left((1 / \sqrt{2}) \phi^{-2} A_{i}-M^{-1} D^{A} M\right) M^{-1}, \partial_{A} \Lambda\right] \\
& \quad+(1 / 2 \sqrt{2}) \partial^{A}\left(M \phi^{-4} j_{A \dot{2}} M^{-1}\right)=0 \tag{3.10}
\end{align*}
$$

By substituting Eq. (3.9) into (3.6a) it follows that $M \phi^{-2} F_{\mathrm{i} 2} M^{-1}=2(\Lambda+\epsilon)$, where $\epsilon$ is a matrix that depends on $q^{4}$ only. If we replace $\Lambda+\epsilon$ by $\Lambda$, then the expression for $j_{R \mathrm{i}}$ is left unchanged [see Eq. (3.9)] and

$$
\begin{equation*}
M \phi^{-2} F_{i \grave{2}} M^{-1}=2 \Lambda \tag{3.11}
\end{equation*}
$$

Using Eqs. (3.8a) and (3.11), Eq. (3.10) can be rewritten as

$$
\begin{align*}
& \partial^{A}\left\{D_{A} \Lambda+\left[M\left((1 / \sqrt{2}) \phi^{-2} A_{A 1}-M^{-1} D_{A} M\right) M^{-1}, \Lambda\right]\right. \\
& \left.\quad+(1 / 2 \sqrt{2}) M \phi^{-4} j_{A 2} M^{-1}\right\}=0 \tag{3.12}
\end{align*}
$$

which implies the existence of a matrix $\Xi$ such that

$$
\begin{align*}
M \phi^{-4} j_{A i} M^{-1}= & 2 \sqrt{2}\left\{-D_{A} \Lambda-\left[M \left((1 / \sqrt{2}) \phi^{-2} A_{A 2}\right.\right.\right. \\
& \left.\left.\left.-M^{-1} D_{A} M\right) M^{-1}, \Lambda\right]+\partial_{A} \Xi\right\} . \tag{3.13}
\end{align*}
$$

The matrix $\Xi$ is also a gauge- and conformal-invariant quantity made out of the field that acts as a source of the gauge field ( see Sec . IV).

We shall now introduce a pair of matrices $C_{A}$ such that $\partial^{A} C_{A}=2 \Lambda$,
then from (3.8a) and (3.11) it follows that, locally,

$$
M\left(\phi^{-2} A_{R \dot{2}}-\sqrt{2} M^{-1} D_{R} M\right) M^{-1}=\sqrt{2}\left(C_{R}+\partial_{R} H\right),
$$

where $H$ is some matrix. By replacing $C_{A}+\partial_{A} H$ by $C_{A}$, we still have $\partial^{A} C_{A}=2 \Lambda$ and

$$
\begin{equation*}
A_{R \dot{2}}=\sqrt{2} \phi^{2}\left\{M^{-1} D_{R} M+M^{-1} C_{R} M\right\} \tag{3.15}
\end{equation*}
$$

Substituting (3.11), (3.13), and (3.15) into Eq. (3.6b) we get $\partial_{R}\left(M \phi^{-4} F_{i 2} M^{-1}\right)=2 \partial_{R} \Xi$, hence $M \phi^{-4} F_{i 2} M^{-1}$ $=2(\Xi+\delta)$, where $\delta$ is a matrix which depends on $q^{4}$ only. If we now replace $\Xi+\delta$ by $\Xi$, then the expression for $j_{A \dot{2}}$ is unaltered [see Eq. (3.13)] and

$$
\begin{equation*}
M \phi^{-4} F_{i 2} M^{-1}=2 \Xi . \tag{3.16}
\end{equation*}
$$

On the other hand, from Eqs. (3.8b) and (3.15) we have $M \phi^{-4} F_{i 2} M^{-1}=2\left(D^{R} C_{R}+C^{R} C_{R}\right)$. Therefore, the matrices $C_{A}$, defined by Eq. (3.14), must fulfill the condition

$$
\begin{equation*}
D^{R} C_{R}+C^{R} C_{R}=\Xi . \tag{3.17}
\end{equation*}
$$

The components $F_{A B}$ can now be obtained by substituting (3.15) into (3.7), which yields

$$
\begin{equation*}
M \phi^{-2} F_{A B} M^{-1}=2 \partial_{(A} C_{B} . \tag{3.18}
\end{equation*}
$$

Then the remaining Yang-Mills equations [Eqs. (3.5)] are satisfied as a consequence of (3.9), (3.13)-(3.15), and (3.17).

In the case where the current is also aligned with the congruence of null strings, in the sense that the current is tangent to those surfaces, with respect to the tetrad (2.5) one has $j_{A i}=0$. Then, from Eq. (3.9), one finds that $\Lambda=\epsilon\left(q^{4}\right)$ and from (3.14) it follows that $C_{A}=-\epsilon p_{A}+\partial_{A} H$, which substituted into Eq. (3.17) leads to
$D^{A} \partial_{A} H+\left(\partial^{A} H-\epsilon p^{A}\right)\left(\partial_{A} H-\epsilon p_{A}\right)+p^{A} \frac{\partial \epsilon}{\partial q^{A}}=\Xi$.
In this case, Eqs. (3.15) and (3.18) take the form
$A_{R 2}=\sqrt{2} \phi^{2}\left\{M^{-1} D_{R} M+M^{-1}\left(\partial_{R} H-\epsilon p_{R}\right) M\right\}$,
$F_{A B}=2 \phi^{2} M^{-1}\left(\partial_{A} \partial_{B} H\right) M$.
Finally, when the gauge field is source-free, from Eqs. (3.13) and (3.20a) we get

$$
\Xi=p^{4} \frac{\partial \epsilon}{\partial q^{4}}+[H, \epsilon]+\delta .
$$

Hence Eq. (3.19) reduces to

$$
\begin{equation*}
D^{A} \partial_{A} H+\partial^{A} H \partial_{A} H+\left[p^{4} \partial_{A} H-H, \epsilon\right]=\delta, \tag{3.21}
\end{equation*}
$$

which was previously given in Ref. 1.

## IV. REDUCTION OF THE YANG-MILLS-WEYL EQUATIONS

The components of a multiplet of Weyl neutrino fields
$\psi_{A}{ }^{i}$, where $A=1,2$ is a spinor index and $i=1,2, \ldots, n$ labels the components with respect to a basis in the "internal space," interacting with a gauge field obey the equations

$$
\begin{equation*}
\nabla^{A \dot{B}} \psi_{A}{ }^{i}+A^{A \dot{B}}{ }_{j} \psi_{A}{ }^{j}=0, \tag{4.1}
\end{equation*}
$$

where $A^{A A_{j}{ }_{j}}$ denotes the elements of the matrix $A^{A \dot{B}}$, or, in matrix form regarding $\psi_{A}$ as a column,

$$
\begin{equation*}
\nabla^{A \dot{B}} \psi_{A}+A^{A B} \psi_{A}=0 . \tag{4.2}
\end{equation*}
$$

The "adjoint" components of the multiplet, $\psi_{A i}$, fulfill

$$
\begin{equation*}
\nabla^{A \dot{B}} \psi_{\dot{B}}-\psi_{\dot{B}} A^{A \dot{B}}=0, \tag{4.3}
\end{equation*}
$$

where $\psi_{\dot{B}}$ is the row $\psi_{\dot{B}}=\left(\psi_{\dot{B} 1}, \ldots, \psi_{\dot{B} n}\right)$.
We shall impose the alignment conditions $l^{\dot{A}} \psi_{A}=0$, and that for the gauge field given in (3.3), with $l_{A}$ being a solution of Eqs. (2.1) and (2.2). Expressing again the components with respect to the basis (2.5), condition $l^{4} \psi_{A}=0$ amounts to $\psi_{\mathrm{i}}=0$. Then, using Eq. (3.4) and the connection coefficients ${ }^{4,5}$ for the tetrad (2.5), from Eq. (4.3) one gets $\partial^{\mathrm{A}}\left(\phi^{-5 / 2} \psi_{2} \mathrm{M}^{-1}\right)=0$, which implies that

$$
\begin{equation*}
\psi_{2}=\sqrt{2} \phi^{5 / 2} \zeta M, \tag{4.4}
\end{equation*}
$$

where $\zeta=\left(\xi_{1}, \ldots, \zeta_{n}\right)$ depends only on $q^{4}$.
Similarly, from Eq. (4.2), with $\dot{B}=\dot{2}$, it follows that $\partial^{A}\left(M \phi^{-3 / 2} \psi_{A}\right)=0$. Therefore, there exists locally a column $\eta$ such that

$$
\begin{equation*}
\psi_{A}=\phi^{3 / 2} M^{-1} \partial_{A} \eta \tag{4.5}
\end{equation*}
$$

And from (4.2) with $\dot{B}=1$, using (3.15) one finds that $D^{A}\left(\phi^{-3 / 2} \psi_{A}\right)-\frac{1}{2} \partial_{C} Q^{C A} \phi^{-3 / 2} \psi_{A}$

$$
+\left(M^{-1} D^{A} M+M^{-1} C^{A} M\right) \phi^{-3 / 2} \psi_{A}=0
$$

Hence, substituting the expression given in (4.5) one has

$$
\begin{equation*}
D^{A} \partial_{A} \eta-\frac{1}{2}\left(\partial_{C} Q^{C A}\right) \partial_{A} \eta+C^{A} \partial_{A} \eta=0 . \tag{4.6}
\end{equation*}
$$

The matrix-valued current produced by a multiplet of Weyl neutrino fields is given by $j_{A \dot{B} m}{ }^{\prime}=i k \psi_{A}{ }^{\prime}{ }^{\text {a }}{ }_{B m}$, where $k$ is a (real) coupling constant, or in abbreviated form, $j_{A B}=i k \psi_{A} \otimes \psi_{\dot{B}}$. The coupling constant $k$ can be determined, e.g., from the Lagrangian density for the composite system. In this way the relative normalization of the energymomentum tensors of these fields is also fixed (see Sec. V). In the present case, from (4.4) and (4.5) we have

$$
\begin{align*}
& j_{A 1}=0, \\
& j_{A \dot{2}}=\sqrt{2} i k \phi^{4} M^{-1}\left(\partial_{A} \eta \otimes \zeta\right) M . \tag{4.7}
\end{align*}
$$

Thus we are in the special case considered in the previous section, where $\Lambda=\epsilon\left(q^{4}\right)$. Then, using (3.20a), a comparison of (3.13) with (4.7) leads to

$$
\Xi=p^{4} \frac{\partial \epsilon}{\partial q^{4}}+[H, \epsilon]+\delta+\frac{1}{2} i k \eta \otimes \zeta,
$$

where $\delta=\delta\left(q^{4}\right)$, and from Eq. (3.19) we get
$D^{A} \partial_{A} H+\partial^{A} H \partial_{A} H+\left[p^{A} \partial_{A} H-H, \epsilon\right]=\delta+\frac{1}{2} i k \eta \otimes \zeta$.
The fields are given in Eqs. (3.4), (3.20), and [see Eqs. (3.11) and (3.16)]
$F_{\text {i } 2}=2 \phi^{2} M^{-1} \epsilon M$,
$F_{2 i}=2 \phi^{4} M^{-1}\left\{p^{4} \frac{\partial \epsilon}{\partial q^{4}}+[H, \epsilon]+\delta+\frac{1}{2} i k \eta \otimes \zeta\right\}$.

Finally, substituting $C_{A}=-\epsilon p_{A}+\partial_{A} H$ into (4.6) we get
$D^{A} \partial_{A} \eta-\frac{1}{2}\left(\partial_{C} Q^{C A}\right) \partial_{A} \eta+\left(\partial^{A} H-\epsilon p^{A}\right) \partial_{A} \eta=0$.
The pair of coupled equations (4.8) and (4.10) for the unknowns $H$ and $\eta$, with $\epsilon, \delta$, and $\zeta$ being arbitrary functions of $q^{4}$ only, is equivalent, under the imposed restrictions, to the full system of the coupled Yang-Mills-Weyl equations. Here we are not considering the gravitational effects produced by these fields, i.e., they are taken as test fields on a background space-time that admits a congruence of null strings. In Sec. V we shall show how the interaction with the gravitational field can be included.

## V. REDUCTION OF THE EINSTEIN-YANG-MILLS-WEYL EQUATIONS

We shall take the energy-momentum tensor of the multiplet of Weyl neutrino fields as given by (cf., Ref. IV)

$$
\begin{align*}
T_{A B C \dot{D}} & \\
= & (i \hbar / 16)\left\{\left(\nabla_{B \dot{D}} \psi_{C}-\psi_{\dot{C}} A_{B \dot{D}}\right) \psi_{A}\right. \\
& +\left(\nabla_{A C} \psi_{\dot{D}}-\psi_{\dot{D}} A_{A C}\right) \psi_{B} \\
& -\psi_{C}\left(\nabla_{B \dot{D}} \psi_{A}+A_{B \dot{D}} \psi_{A}\right) \\
& \left.-\psi_{\dot{D}}\left(\nabla_{A \dot{C}} \psi_{B}+A_{A \dot{C}} \psi_{B}\right)\right\} \tag{5.1}
\end{align*}
$$

and that of the gauge field as

$$
\begin{equation*}
T_{A B C \dot{C}}=-(1 / \pi) \operatorname{Tr} F_{A B} F_{C \dot{C D}} \tag{5.2}
\end{equation*}
$$

where $\operatorname{Tr}$ denotes the trace. Both expressions are gaugeinvariant. This choice amounts to taking the coupling constant $k$ introduced in Sec. IV as $k=\pi \hbar / 4$. By substituting the expressions given by Eqs. (3.4), (3.20), (4.4), (4.5), and (4.9) one finds that the components of the total energymomentum tensor, with respect to the tetrad (2.5), are

$$
\begin{aligned}
& T_{A B \mathrm{i} \mathrm{i}}=0 \\
& T_{A B \mathrm{i} \dot{2}}=(1 / 8 \pi) \phi^{4} \partial_{A} \partial_{B} T_{0} \\
& T_{A B 2 \dot{2}}=-(1 / 8 \pi) \phi^{6} \partial_{(A} T_{B)}
\end{aligned}
$$

where

$$
\begin{align*}
T_{0}= & -\pi i \hbar \zeta \eta-32 \operatorname{Tr} \epsilon H,  \tag{5.3a}\\
T_{A}= & -2 \pi i \hbar\left[\left(\frac{\partial \zeta}{\partial q^{A}}\right) \eta-\zeta D_{A} \eta+2 \zeta \epsilon \eta p_{A}-2 \zeta\left(\partial_{A} H\right) \eta\right\} \\
& +32 \operatorname{Tr}\left\{\left(p^{B} \frac{\partial \epsilon}{\partial q^{B}}+[H, \epsilon]+\delta\right) \partial_{A} H-H \frac{\partial \epsilon}{\partial q^{A}}\right\} \tag{5.3b}
\end{align*}
$$

We shall now outline the derivation of a reduced form of the equations for the system considered in Sec. IV coupled with the gravitational field, using the results given in Ref. 4.

With the alignment conditions $l^{A} \psi_{A}=0$ and (3.3), where $l_{A}$ defines a congruence of null strings [i.e., $l_{A}$ satisfies Eq. (2.1) ], and from the Einstein equations, it follows that $l^{\dot{C}}{ }^{\dot{D}} C_{A B C \dot{D}}=0$, where the $C_{A B \dot{C} \dot{D}}$ are the spinor components of the traceless part of the Ricci tensor, then Eq. (2.2) is automatically satisfied. ${ }^{6}$

Condition $T_{A B \mathrm{ii}}=0$ implies $\phi=J_{A} p^{A}+\kappa$, where $J_{A}$ and $\kappa$ depend on $q^{A}$ only. ${ }^{3-5}$ Choosing a coordinate system $q^{A}, p^{A}$ such that when $J_{A}=0$ (case I), $\kappa$ is equal to 1 , and in the case where $J_{A} \neq 0$ (case II), $J_{A}$ and $\kappa$ are constant, one finds that ${ }^{4,5}$

$$
\begin{equation*}
\mathrm{I}: \quad Q_{A B}=-\partial_{(A} B_{B)}-\frac{2}{3} L_{(A} p_{B)} \tag{5.4}
\end{equation*}
$$

where $L_{A}=L_{A}\left(q^{B}\right)$ and $B_{A}$ denotes the most general solution of

$$
\begin{equation*}
\phi^{-1} \partial_{A}\left(\phi^{2} B^{A}\right)=4 T_{0} \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { II: } \quad Q_{A B}=-\phi^{3} \partial_{(A} B_{B)}+\mu \phi^{3} K_{A} K_{B} \tag{5.6}
\end{equation*}
$$

where $\mu=\mu\left(q^{A}\right), K_{A}$ is a pair of constants such that $K^{A} J_{A}=1$ and $B_{A}$ denotes the most general solution of (5.5). Then, using Eqs. (3.33) of Ref. 4 and Eqs. (5.3) above, one finds that the functions $B_{A}$, which essentially determine the metric, must satisfy the further condition

I: $\quad \partial_{A}\left\{D^{C} B_{C}-\frac{1}{2} \partial^{B} B^{C} \partial_{(B} B_{C)}-L^{C} B_{C}+\frac{1}{18}\left(L_{B} p^{B}\right)^{2}-\frac{1}{6} \frac{\partial L_{C}}{\partial q^{B}} p^{B} p^{C}-N_{B} p^{B}-32 \operatorname{Tr}\left(p^{B} \frac{\partial \epsilon}{\partial q^{B}}+\delta\right) H\right\}$

$$
\begin{equation*}
=4 \pi i \hbar \xi\left\{D_{A} \eta-\frac{1}{2} L_{A} \eta+\left(\partial_{A} H-\epsilon p_{A}\right) \eta\right\}+64 \operatorname{Tr} \epsilon\left\{D_{A} H-L_{A} H+\frac{1}{2}\left[\partial_{A} H, H\right]-\frac{1}{2} \delta p_{A}\right\} \tag{5.7}
\end{equation*}
$$

where $N_{A}=N_{A}\left(q^{B}\right)$, and
II: $\partial_{A}\left\{\phi D^{C} B_{C}-\frac{1}{2} \phi^{4} \partial^{B} B^{C} \partial_{(B} B_{C)}+\left(\phi J^{C} B_{C}\right)^{2}+\mu \phi^{3} K^{C} B_{C}\right.$

$$
\begin{align*}
+ & \left.\frac{1}{2} K^{B} p_{B}\left[K^{D} p_{D} J^{C}-(\phi+\kappa) K^{C}\right] \frac{\partial \mu}{\partial q^{C}}-N_{B} p^{B}-32 \operatorname{Tr}\left(p^{B} \frac{\partial \epsilon}{\partial q^{B}}+\delta\right) H\right\} \\
= & 4 \pi i \hbar \xi\left\{D_{A} \eta+J^{B} \partial_{(A} \phi^{2} B_{B)} \eta+\frac{3}{2} \mu \phi^{2} K_{A} \eta+\left(\partial_{A} H-\epsilon p_{A}\right) \eta\right\} \\
& \left.+64 \operatorname{Tr} \epsilon D_{A} H+2 J^{B} \partial_{(A} \phi^{2} B_{B)} H+3 \mu \phi^{2} K_{A} H+\frac{1}{2}\left[\partial_{A} H, H\right]-\frac{1}{2} \delta p_{A}\right\}+3 \mu \phi^{2} B_{A} \tag{5.8}
\end{align*}
$$

Consistency of Eqs. (5.7) and (5.8) requires that $\partial^{A}$, when applied to the right-hand side of these equations, yields zero. In fact, using Eqs. (4.8) and (4.10) it can be verified that this consistency condition is fulfilled. Hence, the righthand side of (5.7) and (5.8) must be, locally, of the form $\partial_{A} S$, where $S$ is a function. If one can write Eqs. (4.8) and (4.10) in the form $\partial^{A} R_{A}=0$ (as a "continuity equation"),
which implies the existence of $\chi$ (a matrix or a column, respectively) such that $R_{A}=\partial_{A} \mathcal{X}$, then the function $S$ mentioned above can be written in terms of $\chi$ and $\partial_{A}$ can be eliminated from both sides of Eqs. (5.7) and (5.8). Thus, $\boldsymbol{B}_{A}$ would be determined by a first-order equation and, since the $\boldsymbol{R}_{A}$ 's would involve only the first derivatives of $H$ or $\eta$, Eqs. (4.8) and (4.10), written as $R_{A}=\partial_{A} \mathcal{X}$, are also of first
order. Therefore, finding such potentials $\chi$ would allow us, introducing the $\chi$ 's as new unknowns, to reduce the differential order of Eqs. (4.8), (4.10), and (5.7) or (5.8) by one unit. Unfortunately, the fact that $H$ and $\eta$ are matrices complicates the determination of the $\chi$ 's. However, they can be readily obtained when the gauge field is absent ${ }^{4}$ and, in case I, when the Weyl field is absent. ${ }^{1}$

## VI. FINAL REMARKS

In order to obtain real fields, the solutions of Eqs. (3.17), (4.6), (5.7), and (5.8) must satisfy further conditions corresponding to the assumed alignments of the YangMills and Weyl fields and to the algebraic degeneracy of the curvature of the space-time, e.g., for a real gauge field, the self-dual part of the field strength given by Eq. (3.18) must satisfy a condition of the form $l^{A} l^{B} F_{A B}=0$, which is an additional constraint on $C_{A}$ and where $l_{A}$ must satisfy equations analogous to (2.1) and (2.2). The necessity of considering these further conditions is a consequence of the use of complex coordinates and complex tetrads in the derivation followed here. Nevertheless, as compared with the original equations, taking into account their nonlinearity, differen-
tial order, and the number of unknowns, the results presented here represent a considerable simplification. An example of the usefulness of this approach is provided by the study of linear perturbations of source-free gauge fields given in Ref. 7, where one is able to eliminate all reference to complex coordinates in the final covariant expressions.
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#### Abstract

Tools that have been developed for the extension of the Sterman-Weinberg formula in twoloop order are presented. They are the essential ingredients for any perturbative two-loop calculation in a massless theory. Introducing dimensional regularization, this paper deals with poles up to fourth order in the dimensional parameters. The virtual two-loop integrations as well as real ones over phase space are studied


## I. INTRODUCTION

In this work we evaluate various integrals that appeared in the course of the calculation of $e^{+} e^{-}$jet cross sections to order $\alpha_{s}^{2}$. This calculation ${ }^{1}$ was done in the framework of massless perturbative QCD. Dimensional regularization has been used throughout for the regularization of the ultraviolet and the infrared divergencies. (Ultraviolet and infrared singularities can in principle be disentangled by examining the low energy and the high energy behavior of the integrals. We do not distinguish them in the following, because the ultraviolet singularities are removed by counterterms which are known a priori.) In the course of the calculation of the two jet cross sections, ${ }^{1}$ which is the one most involved, poles of up to fourth order in the dimensional parameter appeared. [If $n$ is the dimension we define $\varepsilon=(4-n) / 2$.] Thus this is a true two-loop calculation because one-loop results contain at most poles $\varepsilon^{-2}$. So this work extends earlier papers on the techniques ${ }^{2}$ of dimensionally regularized massless theories, which all stop at the next to leading order level. We hope that the techniques we present will be of help in other two-loop QCD calculations for $e p$ and $p \bar{p}$ processes where at the moment the $\varepsilon^{-2}$ level is arrived at. ${ }^{3}$

Some of the methods are described only for the scalar integrals. However, they can all be extended to the case where numerators (coming from the Dirac traces) are involved. We will present also results for this case, e.g., Eq. (33). The calculation of the total hadronic coss section in $e^{+} e^{-}$annihilation can be reduced to the calculation of the photon two-point function via the optical theorem. Though it is a genuine two-loop problem fortunately only poles up to $\varepsilon^{-2}$ appeared here and could be handled with the help of the Gegenbauer technique. ${ }^{4}$ For completeness we will review some features of this technique in the beginning of Sec. II. However, for the three-, four-, and five-point functions with one particle off shell, which are needed for jet cross sections, this method is of no advantage as compared to the usual technique of introducing Feynman parameters. ${ }^{5}$ Then we give an elegant way for calculating the ladder diagram [Fig. 2(a)] and use Feynman parameters to calculate the crossed diagram [Fig. 2(b) ]. In Sec. III we discuss box diagrams, where a one-loop virtual integration has to be done and also one real gluon has to be integrated out. This means that one integrates over those parts of phase space where the gluon is infrared or collinear with one of the other partons. This adds poles in $\varepsilon$ to the poles coming from the virtual integrations.

Sections IV and V give two prescriptions how to handle
the tree-level diagrams, where a two-gluon bremsstrahlung has to be integrated out. Again poles of up to fourth order in $\varepsilon$ emerge.

In physical applications ${ }^{1}$ these cancel against the infrared singularities from the virtual integrations.

## II. INTEGRALS FOR VIRTUAL TWO-LOOP DIAGRAMS

The Gegenbauer expansion technique in momentum space ${ }^{6}$ proves useful for diagrams with only two external legs, e.g., for the vacuum polarization of the photon. ${ }^{4}$ In Refs. 4 and 7 extensive use is made of it. Here we describe some of its features for the sake of completeness.

The Gegenbauer polynomials $C_{j}^{\lambda}, j=0,1, \ldots, \lambda>-\frac{1}{2}$ form a complete set of functions in the interval ( $-1,1$ ) (Ref. 8). They are a generalization of the Legendre polynomials $\left(\lambda=\frac{1}{2}\right)$ and the Chebyshev polynomials $(\lambda=1)$. The method consists in expanding propagators into Gegenbauer polynomials [cf. Eq. (2) of Ref. 6]. Then one does the angular integrations with the help of the orthogonality relation [Eq. (A1) of Ref. 7] and is left with radial integrations in the form of powers of the momenta. In simple cases such as the example in Ref. 6 this leads to infinite series which can be evaluated with the help of standard summation formulas. ${ }^{9}$ The method works for integrals that depend only on one momentum, i.e., self-energy graphs. They must fulfill an additional property, namely there must exist a parametrization of integration momenta in such a way that not more than two Gegenbauer polynomials appear within one angular integration. For integrals of products of three Gegenbauer polynomials no simple closed form exists.

In the case of the vacuum polarization of the photon in order $\alpha_{s}^{2}$ (Ref. 4) all graphs are calculable with the Gegenbauer technique with the exception of the graph of Fig. 1, which is "irreducible."

Next we consider the two-parton contributions of the two-jet cross section (Fig. 2). These diagrams can also be thought to define the (singular) electromagnetic form factor of massless quarks. ${ }^{10}$ After the Dirac traces are done the dot products that emerge are transformed into sums of squares of momenta in such a way that as many of them as possible cancel against denominator factors, e.g.,

$$
\begin{equation*}
k p=\frac{1}{2} k^{2}-\frac{1}{2}(k-p)^{2}, \tag{1}
\end{equation*}
$$

for $p^{2}=0$. In general one is left with relatively complicated scalar integrals, which we will calculate in the following, and simple tensorial integrals. For the tensorial as well as for


FIG. 1. The contribution to the vacuum polarization of the photon in $O\left(\alpha_{s}^{2}\right)$. The symbols in brackets always denote the momenta of the particles.
some of the scalar integrals [Figs. 2(c)-2(e)] the strategy is to introduce Feynman parameters with the help of

$$
\begin{equation*}
\frac{1}{k^{2}(k-p)^{2}}=\int_{0}^{1} \frac{d x}{\left[(k-p x)^{2}\right]^{2}} \tag{2}
\end{equation*}
$$

which holds for $p^{2}=0$, i.e., one tries to preserve the massless structure of the theory. In general, one ends up with standard integrals given in Appendix A.

Figures 2(a) and 2(b) cannot be met with this general strategy. However, planar diagrams like Fig. 2(a) can be

(a) $\overline{9}\left(p_{2}\right)$


(e)

FIG. 2. Two parton contributions to the two-jet cross section in $O\left(\alpha_{s}^{2}\right)$. A shaded region always means a one-loop insertion.
solved with the help of "partial integration." This method has been described in Ref. 11. Figure 2(a) can be reduced to the scalar integral

$$
\begin{equation*}
L_{s}=\int \frac{d^{n} k d^{n} l}{k^{2} l^{2}\left(l+p_{1}\right)^{2}\left(l-p_{2}\right)^{2}\left(k+l+p_{1}\right)^{2}\left(k+l-p_{2}\right)^{2}} \tag{3}
\end{equation*}
$$

and some tensorial integrals which can be calculated by using the standard strategy (2). [The integrations are done in Euclidean space. Continuation to Minkowski space is done in the result of the integration in such a way that the propagators are the usual causal propagators $\left(k^{2}+i \mu\right)^{-1}$.] To calculate $L_{s}$ by the method of Ref. 11 we need some notation. Let $\rightarrow-x$ mean an additional factor of $k^{2}$ in the numerator and-an additional factor of $k^{2}$ in the denominator. Define

$$
\begin{align*}
k_{1} \leftrightarrow \hat{f}_{1}^{k+k_{2}} & \equiv 2 k_{1}\left(k_{1}+k_{2}\right)  \tag{4}\\
& =\left(k_{1}+k_{2}\right)^{2}+k_{1}^{2}-k_{2}^{2}  \tag{5}\\
& =-+\cdots+\cdots \tag{6}
\end{align*}
$$

Because of the translational invariance of the integral one has the identity

$$
\begin{equation*}
\int d^{n} k d^{n} l \frac{\partial}{\partial k_{\mu}} \frac{\left(k+l-p_{2}\right)_{\mu}}{k^{2} l^{2}\left(l+p_{1}\right)^{2}\left(l-p_{2}\right)^{2}\left(k+l+p_{1}\right)^{2}\left(k+l-p_{2}\right)^{2}}=0 \tag{7}
\end{equation*}
$$

After differentiation one receives



$$
\begin{equation*}
\Rightarrow W=-\frac{1}{\varepsilon}-\mathbb{Q}+\frac{1}{\varepsilon}-\mathbb{M} \tag{9}
\end{equation*}
$$

The first integral on the right-hand side is very simple and can be done with the standard formulas of Appendix $\mathbf{A}$. The second integral can be simplified in the same way as the original one:


The result is


With the help of Appendix A one gets

$$
\begin{equation*}
L_{s}=\pi^{4-2 \varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \Gamma(1-\varepsilon) \Gamma(1+\varepsilon) \Gamma(1+2 \varepsilon)\left\{\frac{1}{4 \varepsilon^{4}}+\frac{\zeta_{2}}{2 \varepsilon^{2}}+\frac{11 \zeta_{3}}{2 \varepsilon}+\frac{3}{4} \zeta_{4}\right\} \tag{12}
\end{equation*}
$$

Using Feynman parameters Gonsalves ${ }^{10}$ has also arrived at this result. However, our method is much more elegant. The momentum dependence of $L_{s}$ could have been derived from a simple dimensional analysis. The appearance of

$$
\begin{equation*}
\zeta_{s}=\sum_{k=1}^{\infty} k^{-s} \tag{13}
\end{equation*}
$$

in connection with poles $\varepsilon^{s-4}$ is a characteristic feature of the result (12).
The crossed diagram [Fig. 2(b)] cannot be done with this method because it is not planar. [To see this try to apply (8) to it!] The scalar crossed integral

$$
\begin{equation*}
K_{s}=\int \frac{d^{n} k d^{n} l}{k^{2} l^{2}\left(l-p_{1}\right)^{2}(k-l)^{2}\left(k-l-p_{2}\right)^{2}\left(k-p_{1}-p_{2}\right)^{2}} \tag{14}
\end{equation*}
$$

can, however, be calculated with the help of Feynman parameters,

$$
\begin{equation*}
K_{s}=\int_{0}^{1} d x \int_{0}^{1} d y \int \frac{d^{n} k d^{n} l}{k^{2}\left(l-p_{1} x\right)^{4}\left(k-l-p_{2} y\right)^{4}\left(k-p_{1}-p_{2}\right)^{2}} . \tag{15}
\end{equation*}
$$

Any further Feynman parameter is accompanied by a "mass term" in the denominator. One gets

$$
\begin{align*}
& K_{s}=\pi^{2-\varepsilon}\left(q^{2}\right)^{-1-\varepsilon}(3+\varepsilon)(2+\varepsilon) \int_{0}^{1} d x \int_{0}^{1} d y \int_{0}^{1} d z \int_{0}^{1} d u u^{1+\varepsilon}(1-u) \int \frac{d^{n} k}{\left(k^{2}+C\right)^{4+\varepsilon}},  \tag{16}\\
& C=z(1-z) q^{2}(1-u)+u(1-u)\left(q z-x p_{1}-y p_{2}\right)^{2} . \tag{17}
\end{align*}
$$

The $k$ integration can be done with Eq. (A1).
The $y$ integration is then straightforward:

$$
\begin{align*}
K_{s}= & -\pi^{4-2 \varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \frac{2}{\varepsilon} \frac{\Gamma^{2}(1-\varepsilon) \Gamma(1+2 \varepsilon)}{\Gamma(1-2 \varepsilon)} \int_{0}^{1} d u u^{\varepsilon}(1-u)^{-1-2 \varepsilon} \\
& \times \int_{0}^{1} d x \int_{0}^{1} \frac{d z}{z-x} z^{-1-2 \varepsilon}(1-z)^{-1-2 \varepsilon}\left\{\left(1-u \frac{z-x}{z}\right)^{-1-2 \varepsilon}-\left(1-u \frac{x-z}{1-z}\right)^{-1-2 \varepsilon}\right\} . \tag{18}
\end{align*}
$$

The divergence for $x=z$ is an artifact of the $y$ integration and disappears in the difference. The $u$ integration leads to hypergeometric functions. If one wants their series representation to converge one has to distinguish the regions $x<z$ and $x>z$. Then

$$
\begin{align*}
K_{s}= & \pi^{4-2 \varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \Gamma(1-\varepsilon) \Gamma(1+2 \varepsilon) \Gamma(1+\varepsilon) \hat{I} \cdot \varepsilon^{-2}  \tag{19}\\
\widehat{I}= & \int_{0}^{1} d z \int_{0}^{z} d x z^{-1-2 \varepsilon}(1-z)^{-1-2 \varepsilon} F\left(1-\frac{x}{z}\right)(z-x)^{-1} \\
& +\int_{0}^{1} d z \int_{0}^{z} d x x^{-1-2 \varepsilon}(1-z)^{-1-2 \varepsilon} G\left(1-\frac{z}{x}\right)(z-x)^{-1} \\
& -\int_{0}^{z} d z \int_{z}^{1} d x z^{-1-2 \varepsilon}(1-z)^{-1-2 \varepsilon} F\left(1-\frac{1-x}{1-z}\right)(z-x)^{-1} \\
& -\int_{0}^{1} d z \int_{z}^{1} d x(1-x)^{-1-2 \varepsilon} z^{-1-2 \varepsilon} G\left(1-\frac{1-z}{1-x}\right)(z-x)^{-1} \tag{20}
\end{align*}
$$

with

$$
\begin{align*}
& F(a)={ }_{2} F_{1}(1+2 \varepsilon, 1+\varepsilon, 1-\varepsilon, a),  \tag{21}\\
& G(a)={ }_{2} F_{1}(1+2 \varepsilon,-2 \varepsilon, 1-\varepsilon, a) . \tag{22}
\end{align*}
$$

We change from $x$ to $1-x$ and from $z$ to $1-z$ in the last two terms of $\hat{I}$ and get

$$
\begin{align*}
\widehat{I} & =2\left(I_{0}+I_{1}+I_{2}\right),  \tag{23}\\
I_{0} & =\int_{0}^{1} d z \int_{0}^{z} d x z^{-1-2 \varepsilon}\left[(1-z)^{-1-2 \varepsilon}-(1-x)^{-1-2 \varepsilon}\right](z-x)^{-1} \\
& =\Gamma^{-1}(1+2 \varepsilon) \sum_{0} \frac{\Gamma(k+1+2 \varepsilon)}{k!(k-2 \varepsilon)}(\psi(k+1)-\psi(1)) \tag{24}
\end{align*}
$$

is the contribution from the first term in the series expansion of the hypergeometric functions. Here $I_{1}$ and $I_{2}$ contain the integration of all other terms. Because of absolute convergence of the hypergeometric series one can exchange summation and integration. The sums that finally appear can be done with the help of standard formulas. ${ }^{9}$ The final result is

$$
\begin{align*}
K_{s}= & \pi^{4-2 \varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \Gamma(1-\varepsilon) \Gamma(1+\varepsilon) \Gamma(1+2 \varepsilon) \\
& \times\left\{\frac{1}{\varepsilon^{4}}-\frac{9 \zeta_{2}}{\varepsilon^{2}}-\frac{25 \zeta_{3}}{\varepsilon}+\frac{15}{2} \zeta_{4}\right\} \tag{25}
\end{align*}
$$

From completeness we give also the results for the scalar integrals of Figs. 2(c)-2(e),

$$
\begin{align*}
& \int \frac{d^{n} k d^{n} l}{k^{2}\left(k-p_{1}\right)^{4}\left(k-p_{1}-p_{2}\right)^{2} l^{2}\left(k-p_{1}-l\right)^{2}} \\
& \quad=v_{0}\left(-\frac{3}{4 \varepsilon^{2}}-3+\frac{3}{2} \xi_{2}\right), \tag{26}
\end{align*}
$$

$$
\begin{equation*}
R_{l}=\int \frac{d^{n} k d^{n} l\left(2 k p_{2}\right)^{l}}{k^{2} l^{2}\left(l-p_{1}\right)^{2}(k-l)^{2}\left(k-l-p_{2}\right)^{2}\left(k-p_{1}-p_{2}\right)^{2}} \tag{30}
\end{equation*}
$$

for $l=1,2,3$.
The denominator in Eq. (14) is invariant under the two transformations ( $p_{1} \leftrightarrow p_{2}, l \leftrightarrow k-l$ ) and ( $k \leftrightarrow p_{1}+p_{2}-k, l$ $\leftrightarrow p_{1}-l$ ). Using the second invariance one can derive

$$
\begin{align*}
& R_{1}=K_{s} / 2  \tag{31}\\
& R_{3}=-K_{s} / 2+3 R_{2} / 2 \tag{32}
\end{align*}
$$

One can calculate $R_{\mathbf{2}}$ by the same methods as $K_{s}$ :

$$
\begin{align*}
R_{2}= & \pi^{4-2 \varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \frac{\Gamma^{3}(1-\varepsilon) \Gamma(1+2 \varepsilon)}{\Gamma(1-3 \varepsilon)}\left\{\frac{1}{2 \varepsilon^{4}}+\frac{1}{\varepsilon^{3}}\right. \\
& +\frac{4}{\varepsilon^{2}}-\frac{5 \zeta_{2}}{2 \varepsilon^{2}}+\left(14-4 \zeta_{2}-\frac{17}{2} \zeta_{3}\right) \frac{1}{\varepsilon} \\
& \left.+46-12 \zeta_{2}-\frac{8}{5} \zeta_{3}-\frac{85}{4} \zeta_{4}\right\} \tag{33}
\end{align*}
$$

## III. DISCUSSION OF BOX DIAGRAMS

In Sec. II the "two-loop" calculation consisted in doing two virtual integrations. Here we consider diagrams like Fig. 3, where one loop integration has to be done and one real particle (namely the gluon) has to be integrated "out" subsequently (i.e., a phase space integration over infrared and collinear regions has to be carried out). As an example we consider the scalar box integral with three particles on mass shell $p_{1}^{2}=p_{2}^{2}=p_{3}^{2}=0$. The case with all four particles on shell is contained in it. If all incoming and outgoing particles are off shell the integral can be done in four dimensions,


$$
\begin{align*}
& \int \frac{d^{n} k d^{n} l}{k^{2} l^{2}(k-l)^{2}\left(l-p_{1}\right)^{2}\left(k-p_{1}\right)^{2}\left(k-p_{1}-p_{2}\right)^{2}} \\
& \quad=v_{0}\left(\frac{3}{4 \varepsilon^{3}}-\frac{3}{2 \varepsilon^{2}}+\frac{3-9 / 2 \zeta_{2}}{\varepsilon}-6-\frac{15}{2} \zeta_{3}+9 \zeta_{4}\right), \tag{27}
\end{align*}
$$

$$
\begin{align*}
& \int \frac{d^{n} k d^{n} l}{k^{2} l^{2}\left(k-p_{1}\right)^{2}\left(k+l-p_{1}\right)^{2}\left(k+p_{2}\right)^{2}} \\
& \quad=v_{0}\left(\frac{3}{2 \varepsilon^{2}}+\frac{3}{2 \varepsilon}+\frac{9}{2}-6 \xi_{2}\right) . \tag{28}
\end{align*}
$$

Here

$$
\begin{equation*}
v_{0}=\pi^{4-2 \varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \Gamma(1-\varepsilon) \Gamma(1+\varepsilon) \Gamma(1+2 \varepsilon) \tag{29}
\end{equation*}
$$

In the case of Fig. 2(b) one cannot reduce all the tensor structure from the Dirac trace to the scalar integral $K_{s}$ and the standard integrals of Appendix A. In addition one needs
in Eq. (36) have the power series expansion

$$
\begin{equation*}
{ }_{2} F_{1}(1,-\varepsilon, 1-\varepsilon, z)=1-\varepsilon \sum_{j=1}^{\infty} \frac{z^{j}}{j-\varepsilon} \tag{37}
\end{equation*}
$$

The series in Eq. (37) is the expansion of a logarithm generalized to $n=4-2 \varepsilon$ dimensions. If expanded in a power series in $\varepsilon$ we obtain

$$
\begin{equation*}
\sum_{j=1}^{\infty} \frac{z^{j}}{j-\varepsilon}=-\ln (1-z)+\sum_{j=1}^{\infty} \varepsilon^{j} L_{j+1}(z) \tag{38}
\end{equation*}
$$

where $L_{n}$ is the generalized Euler dilogarithm

$$
\begin{equation*}
L_{n}(z)=\sum_{j=1}^{\infty} \frac{z^{j}}{j^{n}} \tag{39}
\end{equation*}
$$

For further integration over phase space the expansion (38) is not useful, because additional singularities may make the inclusion of $L_{n}, n>2$, necessary and at the integration boundaries (39) may not be convergent.

So we first transform the hypergeometric functions in Eq. (36) according to
${ }_{2} F_{1}\left(1,-\varepsilon, 1-\varepsilon,-\frac{a}{b}\right)=\left(\frac{b}{a+b}\right)^{-\varepsilon} E\left(\frac{a}{a+b}\right)$,
with $E(z)={ }_{2} F_{1}(-\varepsilon,-\varepsilon, 1-\varepsilon, z)$. The hypergeometric function $E$ has an everywhere convergent series expansion

$$
\begin{align*}
E(z)= & 1+\frac{\varepsilon^{2}}{\Gamma(1-\varepsilon)} \sum_{k=1}^{\infty} \frac{\Gamma(k-\varepsilon)}{k!(k-\varepsilon)} z^{k}  \tag{41}\\
I_{\mathrm{Box}}= & -2\left(q^{2}\right)^{-2-\varepsilon} \pi^{2-\varepsilon} \frac{\Gamma^{2}(1-\varepsilon) \Gamma(1+\varepsilon)}{\varepsilon^{2} \Gamma(1-2 \varepsilon)} \\
& \times y_{13}^{-1-\varepsilon} y_{23}^{-1-\varepsilon}\left\{\left(y_{13} y_{23}+y_{12}\right)^{\varepsilon} E\left(\frac{y_{12}}{y_{13} y_{23}+y_{12}}\right)\right. \\
& -\left(y_{12}+y_{23}\right)^{\varepsilon} E\left(\frac{y_{12}}{y_{12}+y_{23}}\right) \\
& \left.-\left(y_{12}+y_{13}\right)^{\varepsilon} E\left(\frac{y_{12}}{y_{12}+y_{13}}\right)\right\} \tag{42}
\end{align*}
$$

One now wants to integrate Eq. (42) over the three-particle phase space drawn in Fig. 4 (Ref. 12). One can divide it into a "two-jet" region where (42) has singularities and a "threejet" region where (42) is finite. In the finite region $E(z)=1+\varepsilon^{2} L_{2}(z)$ and the integration of the $L_{2}$ term can be done in four dimensions.

The singular region is defined $y_{13}<y$ or $y_{23}<y$. Equation (42) has no singularity for $y_{12} \rightarrow 0$. So this region which . physically is two-jet can be formally added to the finite threejet region.

Here $y \ll 1$ is the invariant mass cut defining a jet. ${ }^{12}$ It is both an energy and an angle cut. Here $\left\{y_{13}<y, y_{23}>y\right\}$ is the collinear region $1 \| 3,\left\{y_{13}>y_{2} y_{23}<y\right\}$ is the collinear region $2 \| 3$, and $\left\{y_{13}<y, y_{23}<y\right\}$ is the infrared region $3 \rightarrow 0$. Because of the symmetry the two-jet region of three-particle

FIG. 4. Three-particle phase space for $e^{+} e^{-} \rightarrow q \bar{q} g$. It is divided into a two-jet region which contains the singularities and a three-jet region free of singularities.
phase space can be written as

$$
\begin{equation*}
\int_{0}^{2} d y_{13} y_{13}^{-\varepsilon}\left\{2 \int_{0}^{1-y_{13}}-\int_{0}^{y}\right\} d y_{23} y_{23}^{-\varepsilon}\left(1-y_{13}-y_{23}\right)^{-\varepsilon} \tag{43}
\end{equation*}
$$

As long as one neglects contributions of order $y$ one can restrict oneself to the $y_{13}$ pole in (42). So the two-jet contribution from the scalar box integral is

$$
\begin{align*}
B_{I}:= & \int_{0}^{y} d y_{13} y_{13}^{-1-\varepsilon}\left\{2 \int_{0}^{1}-\int_{0}^{y}\right\} \\
& \times d y_{23} y_{23}^{-\varepsilon}\left(1-y_{23}\right)^{-\varepsilon} \lim _{y_{13} \rightarrow 0} y_{13} I_{\mathrm{Box}} \tag{44}
\end{align*}
$$

which can be calculated straightforwardly. The result has an $\varepsilon^{-4}$ pole with a structure similar to the two-loop virtual results in (12) or (25). In addition one has terms $\ln ^{k} y / \varepsilon^{4-k}$, $k=0,1,2,3,4$,

$$
\begin{align*}
B_{I}= & \pi^{2-\varepsilon}\left(q^{2}\right)^{-2-2 \varepsilon} \frac{\Gamma^{2}(1-\varepsilon) \Gamma(1+\varepsilon)}{\Gamma(1-2 \varepsilon)} \\
& \times\left\{\frac{1}{2 \varepsilon^{4}}-\frac{3 \zeta_{2}}{2 \varepsilon^{2}}-\frac{2 \zeta_{3}}{\varepsilon}-\frac{25}{8} \zeta_{4}\right. \\
& +\frac{4 \zeta_{2} \ln y}{\varepsilon}+4 \zeta_{3} \ln y-6 \zeta_{2} \ln ^{2} y \\
& \left.-\frac{2 \ln ^{2} y}{\varepsilon^{2}}+\frac{4 \ln ^{3} y}{\varepsilon}-\frac{14}{3} \ln ^{4} y\right\} . \tag{45}
\end{align*}
$$

## IV. TREE DIAGRAMS

In the case of a diagram like Fig. 5 one has to do no virtual integrations. However, two gluons have to be integrated "out" here to calculate its two-jet contribution-the three- and four-jet contributions from such diagrams have been discussed extensively in the literature. ${ }^{12-17}$ In the fourjet case no $\varepsilon$ singularities appear. In the three-jet case one has to deal with $\varepsilon^{-2}$ singularities coming from an integration measure very similar to (43).

There exist two topologically distinct two-jet configurations here:



+ permutations + infrared configurations.

Because of the pole structure of the matrix element squared only the permutations $1 \leftrightarrow 2$ and/or $3 \leftrightarrow 4$ are necessary. All other configurations which are physically two-jet lead to the $O(y)$ contributions. However, because of the appearance of terms $\sim y / \varepsilon$ they cannot be simply added to the three- or


FIG. 5. A typical tree level diagram in $O\left(\alpha_{s}^{2}\right)$.
four-jet contributions; but must in principle be cancelled independently. In Sec. V we describe a method where such terms are avoided. That method will also provide us with all finite logarithms necessary for the two-jet cross section, whereas the procedure described here is only sufficient to
cancel the singularities $\sim \ln ^{k-m} y / \varepsilon^{4-k}, k=0,1,2,3$, $m=0,1,2, k \geqslant m$.

We have used the representation of four-particle phase space given in Ref. 14. In the two-jet limit (46) the fourparticle phase space reduces to

$$
\begin{align*}
& 2 \int_{0}^{y} d y_{24} y_{24}^{-\varepsilon} \int_{0}^{y} d y_{13} y_{13}^{-\varepsilon} \int_{y}^{1} d y_{134} y_{134}^{-\varepsilon}\left(1-y_{134}\right)^{-\varepsilon} \int_{0}^{1} d u u^{-\varepsilon}(1-u)^{-\varepsilon} \int_{0}^{\pi} \frac{d \theta^{\prime}}{N_{\theta}^{\prime}} \sin ^{-2 \varepsilon} \theta^{\prime} \\
& \quad+\int_{0}^{y} d y_{134} y_{134}^{1-2 \varepsilon} \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} \int_{0}^{\pi} \frac{d \theta^{\prime}}{N_{\theta}} \sin ^{-2 \varepsilon} \theta^{\prime} \\
& \quad \times\left\{2 \int_{0}^{1} d y_{24} \int_{0}^{1} d u-\int_{0}^{y} d y_{24} \int_{0}^{y} d y_{23}-\int_{0}^{y} d y_{24} \int_{y}^{1} d y_{23}-\int_{0}^{y} d y_{24} \int_{0}^{y} d y_{23}\right\} y_{24}^{-\varepsilon}\left(1-y_{24}\right)^{1-2 \varepsilon} u^{-\varepsilon}(1-u)^{-\varepsilon} . \tag{47}
\end{align*}
$$

Here $y_{i j k}:=y_{i j}+y_{j k}+y_{i k}, u:=y_{23} /\left(y_{12}+y_{23}\right), z=y_{13} /$ $y_{134} y_{123}$, and $N_{\theta}=2^{2 \varepsilon} \pi \Gamma(1-2 \varepsilon) \Gamma^{-2}(1-\varepsilon)$ is the normalization of the $\theta^{\prime}$ integration. The first term in (47) operates on the $y_{13} y_{24}$ poles of the matrix elements squared. In Fig. 6 we show how it appears as part of the total phase space. The second term in (47) corresponds to that part of four-particle phase space, where either $y_{134}<y$ or $y_{234}<y$. To visualize this region one should take Fig. 4 with $y_{13}$ replaced by $y_{134}$ and $y_{23}$ replaced by $y_{234}$. Because of the symmetry of the matrix elements squared in $1 \leftrightarrow 2$ one can take twice the contribution from the region $y_{134}<y$ and has to subtract overlap contributions. This is the content of the curly bracket in (47). (For an extensive discussion of this see Ref. 1.) Then the second term of the expression (47) operates on the $y_{134}$-double poles of the matrix elements squared. These double poles have a structure much more complicated than any pole structure which appeared so far. We will not write down the full expression here but only describe the calculation of two characteristic integrals. These integrals stem from poles in $y_{14}$ in the matrix element squared,

$$
\begin{align*}
\lim _{y_{134} \rightarrow 0} y_{14} / y_{134}= & u(1-z)+z u y_{24} \\
& -2 \cos \theta^{\prime}\left(u(1-u) z(1-z) y_{24}\right)^{1 / 2} \tag{48}
\end{align*}
$$

has a relatively complicated structure (see Appendix B).


FIG. 6. Four-particle phase space for a fixed value of $y_{134}>y$. Region II is the two-jet region ( $y_{13}<y, y_{24}<y, y_{134}>y$ ), which is the first part of Eq. (47).

We want to calculate

$$
\begin{align*}
J_{\alpha \beta}^{\gamma \delta}:= & \int_{0}^{1} d y y^{\alpha-\varepsilon}(1-y)^{\beta-2 \varepsilon} \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} \\
& \times \int_{0}^{1} d u u^{\delta-\varepsilon}(1-u)^{\gamma-\varepsilon} \frac{I}{N_{\theta}} \tag{49}
\end{align*}
$$

to order $\varepsilon$, where

$$
\begin{equation*}
I=\int_{0}^{\pi} \frac{d \theta^{\prime} \sin ^{-2 \varepsilon} \theta^{\prime}}{a y+b-2 \sqrt{a b y} \cos \theta^{\prime}} \tag{50}
\end{equation*}
$$

with $a=u z, b=(1-u)(1-z)$. The $\theta^{\prime}$ integration can be done
$\frac{I}{N_{\theta}}=(a y+b)^{-1}{ }_{2} F_{1}\left(\frac{1}{2}, 1,1-\varepsilon, \frac{4 a b y}{(a y+b)^{2}}\right)$.
The hypergeometric function can be transformed by a "quadratic transformation" ${ }^{18}$ so that
$I / N_{\theta^{*}}=\left(s_{+} / 2\right)^{2 \varepsilon} r_{-}^{-1-2 \varepsilon}{ }_{2} F_{1}\left(-\varepsilon,-2 \varepsilon, 1-\varepsilon, s_{-} / s_{+}\right)$,
where $s_{ \pm}=r_{+} \pm r_{-}, \quad r_{ \pm}=|a y \pm b|$. We can set ${ }_{2} F_{1}\left(-\varepsilon,-2 \varepsilon, 1-\varepsilon, s_{-} / s_{+}\right)=1$ because terms of order $\varepsilon^{2} s_{-} / s_{+}$give a contribution $O(\varepsilon)$ in the full result. The reason for that is the $s_{-} / s_{+}$cancels all singularities which appear $\left(u^{-1}, y^{-1}\right)$ with the exception of the $y_{134}$ singularity. So the $u, y$, and $z$ integrations are finite. One has an $\varepsilon^{-1}$ from the $y_{134}$ integration but this pole is removed by the $\varepsilon^{2}$ factor.

Next the $z$ integration is done. One divides the region of integration into two regions: (1) $z<\gamma$ and (2) $z>\gamma[\gamma:=v /$ $\beta, \beta:=1-u(1-y), v:=1-u]$. Then one has

$$
\begin{align*}
J_{\alpha \beta}^{\gamma \delta}= & \int_{0}^{1} d y y^{\alpha-\delta}(1-y)^{\beta-2 \varepsilon} \\
& \times \int_{0}^{1} d u u^{\delta-\varepsilon}(1-u)^{\gamma-\varepsilon}\left(M_{a}+M_{b}\right), \tag{53}
\end{align*}
$$

where

$$
\begin{align*}
\beta M_{a} & =\beta \int_{0}^{\gamma} d z z^{-\varepsilon}(1-z)^{-\varepsilon}(v-\beta z)^{-1-\varepsilon} v^{2 \varepsilon}(1-z)^{2 \varepsilon} \\
& =\gamma^{-\varepsilon} \frac{\Gamma(1-\varepsilon) \Gamma(-2 \varepsilon)}{\Gamma(1-3 \varepsilon)}{ }_{2} F_{1}(-\varepsilon, 1-\varepsilon, 1-3 \varepsilon, \gamma) \\
& =\left[\beta M_{b}\right]_{\gamma \leftrightarrow 1-\gamma} \tag{54}
\end{align*}
$$

Expanding the hypergeometric function in Eq. (54) in powers of $\varepsilon$ and $1-\gamma$ one gets ${ }^{19}$

$$
\begin{align*}
\beta\left(M_{a}+\right. & \left.M_{b}\right) \\
= & {\left[\frac{\Gamma(1-\varepsilon) \Gamma(-2 \varepsilon)}{\Gamma(1-3 \varepsilon)}+\frac{\Gamma(\varepsilon) \Gamma(-2 \varepsilon)}{\Gamma(-\varepsilon)}\right] } \\
& \times\left(\frac{1-\gamma}{\gamma}\right)^{-\varepsilon}+\frac{\Gamma(1-\varepsilon) \Gamma(-\varepsilon)}{\Gamma(1-2 \varepsilon)}+O\left(u y \varepsilon^{2}\right) . \tag{55}
\end{align*}
$$

The terms of order $u y \varepsilon^{2}$ do not contribute [see the remarks after Eq. (52)]. We conclude

$$
\begin{align*}
J_{\alpha \beta}^{\gamma \delta}= & \frac{\Gamma(1-\varepsilon) \Gamma(-\varepsilon)}{\Gamma(1-2 \varepsilon)} F_{1 \alpha \beta}^{\gamma \delta} \\
& +\left[\frac{\Gamma(1-\varepsilon) \Gamma(-2 \varepsilon)}{\Gamma(1-3 \varepsilon)}+\frac{\Gamma(\varepsilon) \Gamma(-2 \varepsilon)}{\Gamma(-\varepsilon)}\right] F_{2 \alpha \beta}^{\gamma \delta}, \tag{56}
\end{align*}
$$

where

$$
\begin{align*}
F_{n \alpha \beta}^{\gamma \delta}= & \int_{0}^{1} d y \int_{0}^{1} d y y^{\alpha-n \varepsilon}(1-y)^{\beta-2 \varepsilon} \\
& \times u^{\delta-n \varepsilon}(1-u)^{\gamma-(2-n) \varepsilon}(1-u(1-y))^{-1} \tag{57}
\end{align*}
$$

can be calculated by expanding $(1-u(1-y))^{-1}$ near 1 :

$$
\begin{equation*}
F_{n a \beta}^{\gamma \delta}=\frac{\Gamma(\beta+1-2 \varepsilon) \Gamma(\alpha+\gamma+1-2 \varepsilon)}{\Gamma(\alpha+\beta+1-(n+2) \varepsilon)} \sum_{k=0}^{\infty} \frac{\Gamma(k+\alpha+1-n \varepsilon) \Gamma(k+\delta+1-n \varepsilon)}{k!\Gamma(k+\gamma+\delta+\alpha+2-(n+2) \varepsilon)(k+\alpha+\beta+1-(n+2) \epsilon)} \tag{58}
\end{equation*}
$$

For all combinations of $\alpha, \beta, \gamma, \delta$ that appear in the problem the sum in Eq. (57) is convergent.

As an example we now calculate $J_{-10}^{1-1}$. We have

$$
\begin{align*}
F_{2-10}^{1-1}= & \Gamma^{4}(1-2 \varepsilon) / 4 \varepsilon^{2} \Gamma^{2}(1-4 \varepsilon),  \tag{59}\\
F_{1-10}^{1-1}= & \frac{\Gamma^{2}(1-2 \varepsilon) \Gamma^{2}(-\varepsilon)}{\Gamma^{2}(1-3 \varepsilon)}+\frac{\Gamma^{2}(1-2 \varepsilon)}{\Gamma(-3 \varepsilon)} \\
& \times \sum_{k=1}^{\infty} \frac{\Gamma^{2}(k-\varepsilon)}{k!\Gamma(k+1-3 \varepsilon)(k-3 \varepsilon)} . \tag{60}
\end{align*}
$$

One has

$$
\begin{align*}
\sum_{k=1}^{\infty} & \frac{\Gamma^{2}(k-\varepsilon)}{k!\Gamma(k+1-3 \varepsilon)(k-3 \varepsilon)} \\
& =\sum_{k=1}^{\infty} \frac{\Gamma(k+\varepsilon)}{k!(k-2 \varepsilon)(k-4 \varepsilon)}+O\left(\varepsilon^{2}\right) \tag{61}
\end{align*}
$$

and the sum on the right-hand side of (60) can be done with (6.6.2) of Ref. 9. In total one gets
$J_{-10}^{1-1}=-\frac{1}{\varepsilon^{3}}+\frac{11 \zeta_{2}}{2 \varepsilon}+18 \zeta_{3}+\frac{31}{2} \zeta_{4} \varepsilon+O\left(\varepsilon^{2}\right)$.
An integral closely related to $J_{\alpha \beta}^{\gamma \delta}$ is

$$
\begin{align*}
K_{\alpha \beta}^{\gamma \delta}:= & \int_{0}^{1} d y y^{\alpha-\varepsilon}(1-y)^{\beta-2 \varepsilon} \\
& \times \int_{0}^{1} d z z^{-1-\varepsilon}(1-z)^{-\varepsilon} \int_{0}^{1} d u u^{\delta-\varepsilon}(1-u)^{\gamma-\varepsilon} \\
& \times \int_{0}^{\pi} \frac{d \theta^{\prime}}{N_{\theta}} \frac{-2 \sqrt{a b y} \cos \theta^{\prime}}{a y+b-2 \sqrt{a b y} \cos \theta^{\prime}} \tag{63}
\end{align*}
$$

Because of $\sqrt{a b y}$ in the numerator it is less divergent than $J_{\alpha \beta}^{\gamma \delta}$. One can see this by writing [see (53)]

$$
\begin{align*}
K_{\alpha \beta}^{\gamma \delta}= & \int_{0}^{1} d y y^{\alpha-\varepsilon}(1-y)^{\beta-2 \varepsilon} \\
& \times \int_{0}^{1} d u u^{\delta-\varepsilon}(1-u)^{\gamma-\varepsilon}\left(N_{a}+N_{b}\right) . \tag{64}
\end{align*}
$$

One finds

$$
\begin{align*}
N_{a}+N_{b}= & -2 u y\left(N_{a}+N_{b}\right)-2 \ln \gamma+\varepsilon \ln ^{2} \gamma \\
& +2 \varepsilon L_{2}(1-\gamma)+O\left(\varepsilon^{2} u y\right) \tag{65}
\end{align*}
$$

We write

$$
\begin{align*}
& -\ln \gamma+\epsilon \ln ^{2} \gamma+2 \varepsilon L_{2}(1-\gamma) \\
& =2[(1-\gamma) /(1-\varepsilon)]_{2} F_{1}(1,1,2-\varepsilon, 1-\gamma) \\
& \quad+O\left(\varepsilon^{2} u y\right) \tag{66}
\end{align*}
$$

So $K_{\alpha \beta}^{\gamma \delta}$ is reduced to $J_{\alpha+1 \beta}^{\gamma \delta+1}$ modulo a third type of integral

$$
\begin{align*}
L_{\alpha \beta}^{\gamma \delta}= & \int_{0}^{1} \int_{0}^{1} \frac{d y d u}{1-\varepsilon} \\
& \times y^{\alpha+1-\varepsilon}(1-y)^{\beta-2 \varepsilon} u^{\delta+1-\varepsilon}(1-u)^{\gamma-\varepsilon} \\
& \times \frac{2 F_{1}(1,1,2-\varepsilon, u y /[1-u(1-y)])}{1-u(1-y)} \tag{67}
\end{align*}
$$

which is finite for all combinations of $\alpha, \beta, \gamma, \delta$ that appear. Introducing $\gamma$ instead of $u$ as integration variable we can do the $y$ integration. This leads to another hypergeometric function. Expanding the hypergeometric functions into series we can calculate $L_{\alpha \beta}^{\gamma \delta}$ in a standard way.

Instead of calculating all $J_{\alpha \beta}^{\gamma \delta}$ and $K_{\alpha \beta}^{\gamma \delta}$ in the 13 -system (48) some of the integrals can be done more elegantly in other phase-space systems [e.g., (B20)-(B24)]. However, the expression $y_{12} / y_{13} y_{24} y_{14} y_{23}$ keeps its complexity in any system and can only be integrated using the methods described in Chap. 4.

## V. THE PARTIAL FRACTIONING APPROACH

To get all finite contributions of the tree diagrams to the two- and three-jet cross section a representation of the matrix element squared has proved frutiful, which has singularities only when a certain $y_{i j}$, say $y_{13}$, is zero. ${ }^{20,21}$ In contrast to Eq. (47) the stucture of the poles in $\varepsilon$ can be derived from considering the region $y_{13}<y$ solely. Finite contributions from other regions can be easily included by numerical integrations. ${ }^{21}$ In the three- and four-jet case they can even be calculated so as to include contributions of order $y$ (Ref. 21).

We will give here some typical integrals which appear in the course of the analytical calculation of the singular contributions to the two-jet cross section. [In the three-jet case there is essentially one complicated integral, see Eq. (A1) of Ref. 14.]

One can write the matrix element squared in the form $\mathrm{ME}=\left(A / y_{13}\right)+(1-2)+(3-4)+(1-2,3-4)$.

## Because of symmetry

(full phase space) $\left(A / y_{13}\right)=\frac{1}{4}$ (full phase space) ME.
Soit is enough to consider the term $A / y_{13}$. The most interesting region is the region $y_{134}<y$, which is part of the two-jet region [cf. Eq. (B19)]. In the whole of Sec. V we shall restrict our attention to this region. Let us first consider an integral which originates from the pole component of the $\operatorname{term} A / y_{13}$ in Eq. (68). (By the pole component we mean the limit of $A$ for $y_{13}$ going to zero):

$$
\begin{align*}
I_{p}= & (\text { phase space })_{y_{134}<y} \\
& \times\left[y_{13} y_{134}\left(y_{13}+y_{23}\right)\left(y_{13}+y_{24}\right)\right]^{-1} \tag{70}
\end{align*}
$$

## Here

(phase space) $y_{y_{1,0}<y}$

$$
\begin{align*}
= & \int_{0}^{y} d y_{134} y_{134}^{1-2 \varepsilon} \int_{0}^{1} d y_{123} y_{123}^{1-2 \varepsilon}\left(1-y_{123}\right)^{-\varepsilon} \\
& \times \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} \int_{0}^{1} d v v^{-\varepsilon}(1-v)^{-\varepsilon} \tag{71}
\end{align*}
$$

[see (47)]. From

$$
\begin{align*}
& y_{123}=1-y_{24}+O\left(y_{134}\right)  \tag{72}\\
& z=y_{13} / y_{134} y_{123}  \tag{73}\\
& u=1-v=y_{23} /\left(y_{123}-y_{13}\right) \tag{74}
\end{align*}
$$

one gets

$$
\begin{align*}
I_{p}= & \int_{0}^{y} d y_{134} y_{134}^{-1-2 \varepsilon} \int_{0}^{1} d z z^{-1-\varepsilon}(1-z)^{-\varepsilon} \\
& \times \int_{0}^{1} d v v^{-\varepsilon}(1-v)^{-\varepsilon}\left(1-v\left(1-z y_{134}\right)\right)^{-1} \\
& \times \int_{0}^{1} d y_{123} y_{123}^{-2 \varepsilon}\left(1-y_{123}\right)^{-\varepsilon}\left(1-y_{123}\left(1-z y_{134}\right)\right)^{-1} . \tag{75}
\end{align*}
$$

If one neglects terms of order $y$ one can use the appropriate formula

$$
\begin{align*}
\int_{0}^{1} d x & x^{k-a \varepsilon}(1-x)^{-\varepsilon}\left(1-x\left(1-z y_{134}\right)\right)^{-1} \\
= & \Gamma(k+1-a \varepsilon) \Gamma(-\varepsilon) \Gamma^{-1}(k+1-(a+1) \varepsilon) \\
& \times \Gamma(1-\varepsilon) \Gamma(\varepsilon) z^{-\varepsilon} y_{134}^{-\varepsilon}+O\left(y_{134}\right), \tag{76}
\end{align*}
$$

which can be derived from 3.197(3) and 9.131 of Ref. 19. The final formula for $J_{p}$ thus contains terms $\sim y^{-3 \varepsilon}, y^{-4 \varepsilon}$, which in Sec. IV appeared only after subtraction of doubly counted infrared regions [see (47)]:

$$
\begin{align*}
I_{p}= & \left(y^{-2 \varepsilon} /-2 \varepsilon\right) C B_{1}^{2} \\
& +2 \Gamma(1-\varepsilon) \Gamma(\varepsilon)\left(C+B_{1}\right)\left(y^{-3 \varepsilon} /-3 \varepsilon\right) B_{2} \\
& +4 \Gamma^{2}(1-\varepsilon) \Gamma^{2}(\varepsilon)\left(y^{-4 \varepsilon} /-4 \varepsilon\right) B_{3},  \tag{77}\\
B_{n}= & \Gamma(1-\varepsilon) \Gamma(-n \varepsilon) / \Gamma(1-(n+1) \epsilon),  \tag{78}\\
C= & \Gamma(1-2 \varepsilon) \Gamma(-\varepsilon) / \Gamma(1-3 \varepsilon) . \tag{79}
\end{align*}
$$

A remark is in order: in the scheme described in Sec. IV a denominator $\sim y_{13} y_{14} y_{23} y_{24}$ emerged. This made the $\theta^{\prime}$ integration in the region $y_{134}<y$ so tedious. In the partial fractioning scheme it turns out that one has only three of those four $y_{i j}$ appearing at a time, e.g., $y_{13}\left(y_{13}+y_{23}\right)\left(y_{13}+y_{24}\right)$ (I), as in Eq. (70), or $y_{13}\left(y_{13}+y_{14}\right)\left(y_{14}+y_{24}\right)$ (II). To avoid complicated $\theta^{\prime}$ dependences in the case II we change the coordinate frame. Exchanging the role of particles 2 and 4 the $\theta^{\prime}$ integration is trivial again and Eq. (76) can be applied. One should note that the structure of invariants is a little different in the two systems. In contrast to Eq. (48) one has here

$$
\begin{align*}
\lim _{y_{134} \rightarrow 0} y_{12}= & {\left[y_{123} /\left(1-z y_{123}\right)(1-u)(1-z)+u z y_{24}\right.} \\
& \left.-2 \cos \theta^{\prime}\left(u(1-u) z(1-z) y_{24}\right)^{1 / 2}\right] \\
& \text { with } u=y_{34} /\left(y_{134}-y_{13}\right) \tag{80}
\end{align*}
$$

Now we turn to some integrals which emerge in the nonpole part of Eq. (68). A typical example is

$$
\begin{align*}
I_{v}:= & (\text { phase space })_{y_{134}<y} \\
& \times\left[y_{12} / y_{123} y_{134}\left(y_{13}+y_{14}\right)\left(y_{13}+y_{24}\right)\right] \tag{81}
\end{align*}
$$

To avoid $\theta^{\prime}$ dependences in the denominator we work in the system of Eq. (80). The $\theta^{\prime}$ dependence in the numerator is removed by antisymmetry. One gets

$$
\begin{align*}
I_{v}= & \int_{0}^{y} d y_{134} y_{134}^{-1-2 \varepsilon} \int_{0}^{1} d y_{123} y_{123}^{1-2 \varepsilon}\left(1-y_{123}\right)^{-\varepsilon} \\
& \times \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} H_{v} \tag{82}
\end{align*}
$$

where

$$
\begin{align*}
H_{v}:= & \int_{0}^{1} \frac{d y u^{-\varepsilon}(1-u)^{1-\varepsilon}}{\left(1-u\left(1-z y_{123}\right)\right)\left(1-y_{123}\left(1-z y_{134}\right)\right)} \\
& +2 \int_{0}^{1} \frac{d u u^{-\varepsilon}(1-u)^{-\varepsilon}(2 u-1)}{\left(1-z y_{123}\right)\left(1-u\left(1-z y_{123}\right)\right)} \tag{83}
\end{align*}
$$

The second integral in Eq. (83) can be done after partial fractioning

$$
\begin{align*}
& \frac{1}{\left(1-z y_{123}\right)\left(1-u\left(1-z y_{123}\right)\right)} \\
& \quad=\frac{1}{1-z y_{123}}+\frac{u}{1-u\left(1-z y_{123}\right)} . \tag{84}
\end{align*}
$$

One is led to one integral of the type

$$
\begin{align*}
K(k, l, m, n):= & \int_{0}^{1} d y y^{k-2 \varepsilon}(1-y)^{l-\varepsilon} \\
& \times \int_{0}^{1} d z z^{m-\varepsilon}(1-z)^{n-\varepsilon}(1-z y)^{-1} \tag{85}
\end{align*}
$$

and one integral of the type

$$
\begin{align*}
I(k, l, m, n, a, b):= & \frac{\Gamma(a+b-2 \varepsilon)}{\Gamma(a-\varepsilon) \Gamma(b-\varepsilon)} \int_{0}^{1} d y y^{k-2 \varepsilon}(1-y)^{l-\varepsilon} \int_{0}^{1} d z z^{m-\varepsilon}(1-z)^{n-\varepsilon} \\
& \times \int_{0}^{1} d u u^{a-1-\varepsilon}(1-u)^{b-1-\varepsilon}(1-u(1-z y))^{-1} . \tag{86}
\end{align*}
$$

Here $K$ can be calculated by expanding ( $1-z y)^{-1}$ near 1 , and $I$ can be calculated by doing the $u$ integration with the help of the same formulas that led to Eq. (76). In contrast to Eq. (76), in Eq. (86) no approximation can be made. Instead one introduces (absolutely convergent) hypergeometric series and gets

$$
\begin{equation*}
I(k, l, m, n, a, b)=[(a+b-1-2 \varepsilon) / \Gamma(a-\varepsilon)] \Gamma(1+\varepsilon-b) \Gamma(l+1-\varepsilon) \Gamma(n+1-\varepsilon)\left(\sigma_{2}-\sigma_{1}\right), \tag{87}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma_{2}=\sum_{j=\infty}^{\infty} \frac{\Gamma(j+a+b-1-2 \varepsilon) \Gamma(j+k+b-3 \varepsilon) \Gamma(j+m+b-2 \varepsilon)}{j!\Gamma(j+k+l+b+1-4 \varepsilon) \Gamma(j+m+n+b+1-3 \varepsilon)} \tag{88}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{1}=\sum_{j=0}^{\infty} \frac{\Gamma(j+a-\varepsilon) \Gamma(j+k+1-2 \varepsilon) \Gamma(j+m+1-\varepsilon)}{\Gamma(j+2+\varepsilon-b) \Gamma(j+k+l+2-3 \varepsilon) \Gamma(j+m+n+2-2 \varepsilon)} . \tag{89}
\end{equation*}
$$

Here $\sigma_{2}-\sigma_{1}$ converges for all values of $k, l, m, n, a$, and $b$ that appear and can be calculated by a suitable expansion in $\varepsilon$.

Now we come to the first integral in Eq. (83). Call it $H_{1}$ :

$$
\begin{align*}
H_{1}= & \frac{\Gamma(2-\varepsilon) \Gamma(1-\varepsilon)}{\Gamma(3-2 \varepsilon)}{ }_{2} F_{1}\left(1,1-\varepsilon, 3-2 \varepsilon, 1-z y_{123}\right) \\
& \times\left(1-y_{123}\left(1-z y_{134}\right)\right)^{-1} . \tag{90}
\end{align*}
$$

Define $H_{l}$ to be the limit of $H_{1}$ for $y_{123} \rightarrow 0$, so that in $H_{l}$ Eq. (76) can be used and in $H_{k}=H_{1}-H_{l}$ one can put $\left(1-y_{123}\left(1-z y_{134}\right)\right)^{-1}=\left(1-y_{123}\right)^{-1}$. Then for $H_{k}$ one needs $I(1,-1,0,0,1,2)$ and for $H_{l}$
$H_{l}:=\int_{0}^{1} d z z^{-2 \varepsilon}(1-z)^{-\varepsilon}{ }_{2} F_{1}(1,1-\varepsilon, 3-2 \varepsilon, 1-z)$.

Both can be evaluated by standard techniques. ${ }^{9,21,22}$
In Sec. IV it was very simple to figure out whether a term contributed $O(y)$ in the region $y_{134}<y$. One simply had to put in the phase space variables $z, u$, and $y_{24}$ and count the power of $y_{134}$ that emerged. Only double poles in $y_{134}$ had to be taken into account [see Eq. (71)]. Here we have an integrand which cannot be neglected even though formally it is of order $y_{134}^{-1}$. The integrand is $y_{12} y_{123} y_{124}$ $\left(y_{13}+y_{24}\right)\left(y_{13}+y_{14}\right)\left(y_{134}+y_{23}\right)\left(y_{14}+y_{24}\right)$. The contribution arises for $y_{24} \rightarrow 0$ as can be seen by partial fractioning

$$
\begin{align*}
& \frac{1}{\left(y_{13}+y_{24}\right)\left(y_{14}+y_{24}\right)} \\
& \quad=\frac{1}{y_{13}-y_{14}}\left(\frac{1}{y_{24}+y_{14}}-\frac{1}{y_{24}+y_{13}}\right) . \tag{92}
\end{align*}
$$

Working in the system of Eq. (80) one has

$$
\begin{align*}
I_{N}= & \int_{0}^{y} d y_{134} y_{134}^{-1-2 \varepsilon} \int_{0}^{1} d y_{123} y_{123}^{-2 \varepsilon}\left(1-y_{123}\right)^{-\varepsilon} \\
& \times \int_{0}^{1} d v v^{2-\varepsilon}(1-v)^{-\varepsilon} \\
& \times \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon}(z-v(1-z))^{-1} \\
& \times(z+v(1-z))^{-1}\left(1-v\left(1-z y_{134}\right)\right)^{-1} \\
& \times\left[\frac{1}{1-y_{123}+v(1-z) y_{134}}-\frac{1}{1-y_{123}+z y_{134}}\right] . \tag{93}
\end{align*}
$$

In Eq. (93) the limit $\boldsymbol{y}_{24} \rightarrow 0$ has been taken wherever it is allowed.

The $y_{123}$ integration can be done with the help of Eq. (76). [One should convince oneself that it is allowed to replace $1-x\left(1-z y_{134}\right)$ by $1-x+z y_{134}$ in the denominator of Eq. (76).] One gets

$$
\begin{align*}
I_{N}= & \Gamma(1-\varepsilon) \Gamma(\varepsilon) \int_{0}^{y} d y_{134} y_{134}^{-1-2 \varepsilon} \\
& \times \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} \int_{0}^{1} d v v^{2-\varepsilon}(1-v)^{-\varepsilon} \\
& \times\left(v^{-\varepsilon}(1-z)^{-\varepsilon}-z^{-\varepsilon}\right)\left(1-v\left(1-z y_{134}\right)\right)^{-1} \\
& \times(z+v(1-z))^{-1}(z-v(1-z))^{-1} . \tag{94}
\end{align*}
$$

Define $I_{N}^{l}$ to be the limit of $I_{N}$ for $v \rightarrow 1$, so that in $I_{N}^{k}=I_{N}$ $-I_{N}^{l}$ one can put $\left(1-v\left(1-z y_{134}\right)\right)^{-1}=(1-v)^{-1}$,

$$
\begin{align*}
I_{N}^{l}= & \Gamma(1-\varepsilon) \Gamma(\varepsilon) \int_{0}^{y} d y_{134} y_{134}^{-1-2 \varepsilon} \\
& \times \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon}(2 z-1)^{-1} \\
& \times\left((1-z)^{-\varepsilon}-z^{-\varepsilon}\right) \int_{0}^{1} d v v^{-\varepsilon}(1-v)^{-\varepsilon} \\
& \times\left(1-v\left(1-z y_{134}\right)\right)^{-1} . \tag{95}
\end{align*}
$$

In $I_{N}^{\prime}$ the $v$ integration can be done with the help of Eq. (76). One gets

$$
\begin{align*}
I_{N}= & \Gamma^{2}(1-\varepsilon) \Gamma^{2}(\varepsilon)\left(y^{-4 \varepsilon} /-4 \varepsilon\right) Z_{0} \\
& +\Gamma(1-\varepsilon) \Gamma(\varepsilon)\left(y^{-3 \varepsilon} /-3 \varepsilon\right) Z_{1} \tag{96}
\end{align*}
$$

where

$$
\begin{equation*}
Z_{0}=\int_{0}^{1} d z z^{-2 e}(1-z)^{-\varepsilon} \frac{(1-z)^{-\varepsilon}-z^{-\varepsilon}}{2 z-1} \tag{97}
\end{equation*}
$$

and

$$
\begin{align*}
Z_{1}= & \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} \int_{0}^{1} d v v^{2-\varepsilon}(1-v)^{-1-\varepsilon} \\
& \times \frac{v^{-\varepsilon}(1-z)^{-\varepsilon}-z^{-\varepsilon}}{(1-(1-z)(1+v))(1-(1-z)(1-v))} . \tag{98}
\end{align*}
$$

Here $Z_{0}$ may be calculated by expanding in $\varepsilon$. This is not possible for $Z_{1}$, because $Z_{1}$ has a singularity for $v \rightarrow 1$. By successive partial fractioning one can isolate this singularity into an elementary integral

$$
\begin{align*}
& \frac{1}{\left(1-z_{1}(1+v)\right)\left(1-z_{1}(1-v)\right)} \\
& \quad=\frac{1}{2 z\left(1-z_{1}(1+v)\right)}+\frac{1}{2 z\left(1-z_{1}(1-v)\right)}  \tag{99}\\
& \frac{1}{(1-v)\left(1-z_{1}(1+v)\right)} \\
& \quad=\frac{1}{\left(1-2 z_{1}\right)(1-v)}-\frac{z}{\left(1-2 z_{1}\right)\left(1-z_{1}(1+v)\right)}, \tag{100}
\end{align*}
$$

with $z_{1}=1-z$. The result is

$$
\begin{align*}
Z_{0}= & \frac{3}{2} \zeta_{2} \varepsilon+\left(\frac{1}{2} \zeta_{3}+6 \zeta_{3} \ln 2\right) \varepsilon^{2} \\
& +\left(16 \zeta_{2} \ln ^{2} 2-\frac{3}{3} \ln 42+\frac{21}{8} \zeta_{4}-16 L_{4}\left(\frac{1}{2}\right)\right) \varepsilon^{3}+O\left(\varepsilon^{4}\right) \tag{101}
\end{align*}
$$

$$
\begin{aligned}
Z_{1}= & -\frac{3}{2} \zeta_{2}+\left(-\frac{21}{8} \zeta_{3}-\frac{3}{2} \zeta_{2}-\frac{9}{2} \zeta_{2} \ln 2\right) \varepsilon \\
& +\left(-9 \zeta_{2} \ln 2-6 \xi_{2} \ln ^{2} 2+\frac{1}{4} \ln ^{4} 2-\frac{9}{8} \xi_{3}\right. \\
& \left.-\frac{33}{4} \zeta_{4}-\frac{3}{2} \zeta_{2}+6 L_{4}\left(\frac{1}{2}\right)\right) \varepsilon^{2}+O\left(\varepsilon^{3}\right) .
\end{aligned}
$$

Here ${ }^{22}$

$$
\begin{equation*}
L_{4}\left(\frac{1}{2}\right)=0.51784 . \tag{102}
\end{equation*}
$$

## VI. SUMMARY

We have described the calculation of various integrals which appear in two-loop calculations. All integrals can be calculated by analytical means. Properties of the hypergeometric functions and of the gamma function and its derivatives are the essential ingredients of the calculations.
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## APPENDIX A: STANDARD VIRTUAL INTEGRALS

With the help of Ref. 5,

$$
\begin{align*}
& \int \frac{d^{n} k}{(2 \pi)^{n}} \frac{\left(k^{2}\right)^{r}}{\left(k^{2}-C\right)^{m}} \\
& =\frac{i(-1)^{r-m}}{\left(16 \pi^{2}\right)^{n / 4}} C^{r-m+n / 2} \\
& \quad \times \frac{\Gamma(r+(m / 2)) \Gamma(m-r-(n / 2))}{\Gamma(n / 2) \Gamma(m)}, \tag{A1}
\end{align*}
$$

one gets

$$
\begin{align*}
I:= & \int \frac{d^{n} k}{\left(k^{2}\right)^{\alpha}\left((k-q)^{2}\right)^{\beta}} \\
= & i\left(-q^{2}\right)^{-\varepsilon} \pi^{2-\varepsilon}\left(q^{2}\right)^{2-\alpha-\beta} \\
& \times \frac{\Gamma(2-\varepsilon-\beta) \Gamma(2-\varepsilon-\alpha)}{\Gamma(4-2 \varepsilon-\alpha-\beta)} \frac{\Gamma(\alpha+\beta+\varepsilon-2)}{\Gamma(\alpha) \Gamma(\beta)},  \tag{A2}\\
I_{\mu}:= & \int \frac{d^{n} k k_{\mu}}{\left(k^{2}\right)^{\alpha}\left((k-q)^{2}\right)^{\beta}}=q_{\mu} \frac{2-\varepsilon-\alpha}{4-2 \varepsilon-\alpha-\beta} I, \quad(\mathrm{~A} 3)  \tag{A3}\\
I_{\mu \nu}: & =\int \frac{d^{n} k k_{\mu} k_{\nu}}{\left(k^{2}\right)^{\alpha}\left((k-q)^{2}\right)^{\beta}} \\
= & g_{\mu v}\left(q^{2}\right)^{3-\alpha-\beta} V_{1}(\alpha, \beta)+q_{\mu} q_{\nu}\left(q^{2}\right)^{2-\alpha-\beta} V_{2}(\alpha, \beta), \tag{A4}
\end{align*}
$$

$$
\begin{equation*}
I_{\mu \nu \rho \sigma}:=\int \frac{d^{n} k k_{\mu} k_{v} k_{\rho} k_{\sigma}}{\left(k^{2}\right)^{\alpha}\left((k-q)^{2}\right)^{\beta}} \tag{A5}
\end{equation*}
$$

$$
=X_{\mu \nu \rho \sigma}\left(q^{2}\right)^{4-\alpha-\beta} W_{5}(\alpha, \beta)+Y_{\mu \nu \rho \sigma}(q)\left(q^{2}\right)^{3-\alpha-\beta}
$$

$$
\begin{equation*}
\times W_{4}(\alpha, \beta)+q_{\mu} q_{v} q_{\rho} q_{\sigma}\left(q^{2}\right)^{2-\alpha-\beta} W_{3}(\alpha, \beta) \tag{A6}
\end{equation*}
$$

$$
\begin{align*}
V_{1}(\alpha, \beta)= & i \pi^{2-\varepsilon}\left(-q^{2}\right)^{-\varepsilon} \frac{\Gamma(3-\alpha-\varepsilon) \Gamma(3-\beta-\varepsilon)}{2 \Gamma(6-\alpha-\beta-2 \varepsilon)} \\
& \times \frac{\Gamma(\alpha+\beta+\varepsilon-3)}{\Gamma(\alpha) \Gamma(\beta)}, \tag{A7}
\end{align*}
$$

$V_{2}(\alpha, \beta)=i \pi^{2-\varepsilon}\left(-q^{2}\right)^{-\varepsilon} \frac{\Gamma(4-\alpha-\varepsilon) \Gamma(2-\beta-\varepsilon)}{\Gamma(6-\alpha-\beta-2 \varepsilon)}$

$$
\begin{equation*}
\times \frac{\Gamma(\alpha+\beta+\varepsilon-2)}{\Gamma(\alpha) \Gamma(\beta)} \tag{A8}
\end{equation*}
$$

$W_{1}(\alpha, \beta)=[(3-\alpha-\varepsilon) /(6-\alpha-\beta-2 \varepsilon)] V_{1}(\alpha, \beta)$,
$W_{2}(\alpha, \beta)=[(4-\alpha-\epsilon) /(6-\alpha-\beta-2 \varepsilon)] V_{2}(\alpha, \beta)$,
$W_{34}(\alpha, \beta)=[(5-\alpha-\varepsilon) /(7-\alpha-\beta-2 \varepsilon)] W_{2}(\alpha, \beta)$,
$W_{4}(\alpha, \beta)=[(4-\alpha-\varepsilon) /(7-\alpha-\beta-2 \varepsilon)] W_{1}(\alpha, \beta)$,
(A12)

\[

\]

## APPENDIX B: PHASE-SPACE FORMULAS

The phase space for $j$ massless final state particles in $n$ dimensions is

$$
\begin{equation*}
\operatorname{PS}^{(j)}=(2 \pi)^{n} \int \prod_{i=1}^{j} \frac{d^{n} p_{i}}{(2 \pi)^{n-1}} \delta^{+}\left(p_{i}^{2}\right) \delta^{n}\left(q-\sum_{i=1}^{j} p_{i}\right) \tag{B1}
\end{equation*}
$$

For $j=3$ and $q^{2}$-channel processes it can be fully expressed
by the invariants $y_{13} y_{23}$ :

$$
\begin{align*}
\operatorname{PS}^{(3)}= & \frac{q^{2}\left(4 \pi / q^{2}\right)^{2 \varepsilon}}{128 \pi^{3} \Gamma(2-2 \varepsilon)} \int_{0}^{1} d y_{13} y_{13}^{-\varepsilon} \\
& \times \int_{0}^{1-y_{23}} d y_{23} y_{23}^{-\varepsilon}\left(1-y_{13}-y_{23}\right)^{-\varepsilon} \tag{B2}
\end{align*}
$$

For $j=4$, two angle variables $\theta, \theta^{\prime}$ are needed. They are defined as follows. One chooses a system, where $\vec{p}_{1}+\vec{p}_{3}=0$ and where $\vec{p}_{2} \| \vec{e}_{z}$ (Ref. 14),

$$
\begin{align*}
& p_{1}=\sqrt{y_{13}} / 2\left(1, \ldots, \sin \theta \cos \theta^{\prime}, \cos \theta\right) \sqrt{q^{2}},  \tag{B3}\\
& p_{2}=\left(y_{123}-y_{13}\right) / 2 \sqrt{y_{13}}(1, \ldots, 0,1) \sqrt{q^{2}},  \tag{B4}\\
& p_{3}=\sqrt{y_{13}} / 2\left(1, \ldots,-\sin \theta \cos \theta^{\prime},-\cos \theta\right) \sqrt{q^{2}},  \tag{B5}\\
& p_{4}=\left(y_{134}-y_{13}\right) / 2 \sqrt{y_{13}}(1, \ldots, \sin \beta, \cos \beta) \sqrt{q^{2}} . \tag{B6}
\end{align*}
$$

Setting $v=\frac{1}{2}(1-\cos \theta)$ one gets

$$
\begin{align*}
\mathbf{P S}^{(4)}= & \frac{q^{4}\left(4 \pi / q^{2}\right)^{3 \varepsilon}}{2048 \pi^{5} \Gamma(2-2 \varepsilon) \Gamma(1-\varepsilon)} \int d y_{123} d y_{134} d y_{13}\left(y_{134} y_{123}-y_{13}\right)^{-\varepsilon} \\
& \times\left(y_{13}+1-y_{123}-y_{134}\right)-\varepsilon y_{13}^{-\varepsilon} \theta\left(y_{13}\right) \theta\left(y_{134} y_{123}-y_{13}\right) \\
& \times \theta\left(y_{13}+1-y_{123}-y_{134}\right) \int_{0}^{1} d v v^{-\varepsilon}(1-v)^{-\varepsilon} \int_{0}^{\pi} \frac{d \theta^{\prime}}{N_{\theta^{\prime}}} \sin ^{-2 \varepsilon} \theta^{\prime} \tag{B7}
\end{align*}
$$

where $N_{\theta}$, is defined after Eq. (47).
For integrations over all of phase space a representation of $\mathrm{PS}^{(4)}$ is useful, where all integrations are between 0 and 1:

$$
\begin{align*}
\mathrm{PS}^{(4)}= & \frac{q^{4}\left(4 \pi / q^{2}\right)^{3 \varepsilon}}{2048 \pi^{5} \Gamma(2-2 \varepsilon) \Gamma(1-\varepsilon)} \int_{0}^{1} d y_{134} y_{134}^{1-2 \varepsilon}\left(1-y_{134}\right)^{2-3 \varepsilon} \\
& \times \int_{0}^{1} d s s^{1-2 \varepsilon}(1-s)^{-\varepsilon} \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon}\left(1-z y_{134}\right)^{-2+2 \varepsilon} \int_{0}^{1} d v v^{-\varepsilon}(1-v)^{-\varepsilon} \int_{0}^{\pi} \frac{d \theta^{\prime}}{N_{\theta^{\prime}}} \sin ^{-2 \varepsilon} \theta^{\prime} \tag{B8}
\end{align*}
$$

Here $z=y_{13} / y_{134} y_{123}$ and $s=y_{123}\left(1-z y_{134}\right) /\left(1-y_{134}\right)$. The invariants $y_{i j}$ may be expressed with the help of variables appearing in (B8):

$$
\begin{align*}
y_{12}= & \left(1-y_{134}\right) s v,  \tag{B9}\\
y_{23}= & \left(1-y_{134}\right) s(1-v),  \tag{B10}\\
y_{14}= & y_{134}\left(1-z y_{123}\right)[v(1-\gamma)+\gamma(1-v) \\
& \left.-2 \cos \theta^{\prime}(v(1-v) \gamma(1-\gamma))^{1 / 2}\right],  \tag{B11}\\
y_{34}= & y_{134}\left(1-z y_{123}\right)[(1-v)(1-\gamma)+v \gamma \\
& \left.+2 \cos \theta^{\prime}(v(1-v) \gamma(1-\gamma))^{1 / 2}\right],  \tag{B12}\\
y_{24}= & y_{134} s, \tag{B13}
\end{align*}
$$

where $\gamma:=z y_{24} /\left(1-z y_{123}\right)\left(1-z y_{134}\right)$.
In the main text we are concentrating on the region $y_{134}<y$. There the invariants may be approximated by

$$
\begin{align*}
y_{12}= & y_{123} v  \tag{B14}\\
y_{23}= & y_{123}(1-v)  \tag{B15}\\
y_{24}= & 1-y_{123}  \tag{B16}\\
y_{14}= & y_{134}\left[v(1-z)+z y_{24}(1-v)\right. \\
& \left.-2 \cos \theta^{\prime}\left(v(1-v) z(1-z) y_{24}\right)^{1 / 2}\right] \tag{B17}
\end{align*}
$$

$$
\begin{align*}
y_{34}= & y_{134}\left[(1-v)(1-z)+v z y_{24}\right. \\
& \left.+2 \cos \theta^{\prime}\left(v(1-v) z(1-z) y_{24}\right)^{1 / 2}\right] \tag{B18}
\end{align*}
$$

The phase space in this limit is

$$
\begin{align*}
\mathbf{P S}_{y_{134}<y}^{(4)}= & \int_{0}^{y} d y_{134} y_{134}^{1-2 \varepsilon} \\
& \times \int_{0}^{1} d y_{24} y_{24}^{-\varepsilon}\left(1-y_{24}\right)^{1-2 \varepsilon} \\
& \times \int_{0}^{1} d z z^{-\varepsilon}(1-z)^{-\varepsilon} \int_{0}^{1} d v v^{-\varepsilon}(1-v)^{-\varepsilon} \\
& \times \int_{0}^{\pi} \frac{d \theta^{\prime}}{N_{\theta}} \sin ^{-2 \varepsilon} \theta^{\prime} . \tag{B19}
\end{align*}
$$

If one exchanges the role of particles 2 and 4 in (B7) and evaluates the limit $y_{134} \rightarrow 0$ one gets back (B19). However, $v$ now has a different meaning and the structure of the invariants differs from (B14)-(B18) (apart from $2 \leftrightarrow 4$ interchange):

$$
\begin{align*}
& y_{14}=y_{134}\left(1-z y_{123}\right) v  \tag{B20}\\
& y_{34}=y_{134}\left(1-z y_{123}\right)(1-v) \tag{B21}
\end{align*}
$$

$$
\begin{align*}
y_{24}= & 1-y_{123}  \tag{B22}\\
y_{12}= & {\left[y_{123} /\left(1-z y_{123}\right)\right]\left[v(1-z)+z(1-v) y_{24}\right.} \\
& \left.-2 \cos \theta^{\prime}\left(v(1-v) z(1-z) y_{24}\right)^{1 / 2}\right]  \tag{B23}\\
y_{23}= & {\left[y_{123} /\left(1-z y_{123}\right)\right]\left[(1-v)(1-z)+z v y_{24}\right.} \\
& \left.+2 \cos \theta^{\prime}\left(v(1-z) z(1-v) y_{24}\right)^{1 / 2}\right] \tag{B24}
\end{align*}
$$

## APPENDIX C: MISCELLANEOUS SERIES

In this appendix we have selected some series that have proved useful in two-loop calculations and that are not standard. Most of them are taken from Ref. 9. A few appear in Ref. 23 in the form of integrals:

$$
\begin{align*}
\sum_{k=0}^{\infty} \frac{\Gamma(k+c)}{k!q(k)} & =\Gamma(c) \Gamma(1-c) \\
& =\sum_{i=1}^{n} \frac{\Gamma\left(-a_{i}\right)}{\Gamma\left(1-c-a_{i}\right) q^{\prime}\left(a_{i}\right)}, \quad c<1 \tag{Cl}
\end{align*}
$$

where $q(k)$ is a polynomial of degree $n$ in $k$ and $q^{\prime}$ its derivative. The roots $a_{i}$ of $q(k)$ must be simpler,

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{\Gamma(k+b)}{\Gamma(k+a) k}=\frac{\Gamma(b)}{\Gamma(a)}(\chi(a)-\chi(a-b)), \quad a>b \tag{C2}
\end{equation*}
$$

where $\psi$ is the logarithmic derivative of the $\Gamma$ function

$$
\begin{align*}
\sum_{k=0}^{\infty} & \frac{\Gamma(k+c)}{k!(k a+b)^{2}} \\
& =\frac{\Gamma(c) \Gamma(1-c) \Gamma(b / a)}{a^{2} \Gamma(b / a-c+1)}\left(\psi\left(\frac{b}{a}-c+1\right)-\psi\left(\frac{b}{a}\right)\right) \tag{C3}
\end{align*}
$$

$$
\begin{align*}
\sum_{k=0}^{\infty} & \psi^{(n)}(k+1) x^{k} \\
= & \frac{(-1)^{n+1}}{n!} \frac{L_{n+1}(1)-L_{n+1}(x)}{1-x} \\
& -1 \leqslant x \leqslant 1, \quad n=1,2, \ldots \tag{C4}
\end{align*}
$$

and the $L_{n}$ are Eulers $n$ logarithms,
$\sum_{k=1}^{\infty} \frac{x^{k}(\psi(k)-\psi(1))}{k}=\frac{\ln ^{2}(1-x)}{2}, \quad-1 \leqslant x<1$,
$\sum_{k=1}^{\infty} \frac{\psi^{\prime}(k)}{k}=2 \xi_{3}$,
$\sum_{k=1}^{\infty} \frac{\psi(k)-\psi(1)}{k^{2}}=\xi_{3}$,
$\sum_{k=1}^{\infty} \frac{(\psi(k+1)-\psi(1))^{2}}{k^{2}}=\frac{17 \zeta_{4}}{4}$,
$\sum_{k=1}^{\infty} \frac{\psi(k)-\psi(1)}{k^{3}}=\frac{\zeta_{4}}{4}$,

$$
\begin{equation*}
\sum_{j=1}^{\infty} \frac{(-1)^{j} \psi^{\prime}(j)}{j^{2}}=-\frac{85}{16} \zeta_{4}+4 L_{4}\left(\frac{1}{2}\right)+\frac{7}{2} \zeta_{3} \ln 2 \tag{C10}
\end{equation*}
$$

$$
\begin{equation*}
-\zeta_{2} \ln ^{2} 2+\frac{1}{6} \ln ^{4} 2 \tag{C11}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{j=1}^{\infty} \frac{(-1)^{j}}{j^{3}}(\psi(j)-\psi(1)) \\
&=-\frac{15}{8} \xi_{4}+2 L_{4}\left(\frac{1}{2}\right)+\frac{7}{4} \zeta_{3} \ln 2 \\
& \quad-\frac{\xi_{2} \ln ^{2} 2}{2}+\frac{1}{12} \ln ^{4} 2 \tag{C12}
\end{align*}
$$

Sums with a denominator $(k+a)(k+b) \cdots$ can be calculated by partial fractioning, e.g., $\Sigma_{1} \psi_{k}^{\prime} / k(k+1)=1$. Further sums can be found in Ref. 22.
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Generalized coupling coefficients associated with the reductions $O(6) \supset O(5)$ and
$O(5) \supset O(3)$ are derived in cases of interest for the $U_{v}^{B}(6) \times U_{\pi}^{B}(6) \times U_{v}^{F}(12) \times U_{\pi}^{F}(4)$ scheme for odd-odd nuclei.

## I. INTRODUCTION

With the success of the interacting boson model (IBM) of Arima and Iachello, ${ }^{1}$ interest has grown in the application of group-theoretical methods in nuclear physics. Originally this approach was confined to the study of even-even nuclei and, based on group-theoretical techniques, an overview was given ${ }^{2-5}$ of the predictions of the IBM with regard to such nuclei. At a later stage these ideas were extended to odd- $A$ nuclei, ${ }^{6}$ which are approximated as a system of bosons and one fermion. A group-theoretical treatment of such systems leads in a natural way to Bose-Fermi symmetries for odd-A nuclei, ${ }^{7}$ which have been studied extensively in situations appropriate in various regions of the mass table. ${ }^{8-13}$ Parallel to this development for odd- $\boldsymbol{A}$ nuclei, even-even nuclei were studied further in detail and, specifically, neutrons and protons were considered separately, unlike in the original version of the IBM, where no distinction is made between them. Again this neutron-proton version of the model-usually referred to as the IBM-2-has been studied in a group-theoretical context, and some of its symmetry properties are discussed in Ref. 14. In a recent development ${ }^{15-17}$ a description of odd-odd nuclei was proposed in the framework of the IBM. In essence it represents a merger of the interacting boson-fermion model (IBFM) for odd- $A$ nuclei and the IBM-2, in that the bosons and fermions as well as the neutrons and protons are treated explicitly. The relevance of such schemes for odd-odd nuclei is at present under investigation.

Although all models mentioned above have an identical conceptual structure, they have become increasingly more complex. This is especially true for the Bose-Fermi symmetries for odd-odd nuclei. Nevertheless, to assess the relevance of any of such schemes it is necessary to carry out
explicit calculations to obtain its predictions. The most straightforward way to accomplish this is by finding the realization of the states in terms of bosons and fermions for the neutrons and protons. This in turn reduces to the calculation of generalized coupling coefficients for the various groups appearing in the symmetry under consideration.

In this paper the $\mathrm{U}_{v}^{B}(6) \times \mathrm{U}_{v}^{F}(12) \times \mathrm{U}_{\pi}^{B}(6) \times \mathrm{U}_{\pi}^{F}(4)$ dynamical symmetry of Ref. 16 will be analyzed. Two plausible group chains will be studied, one of which was applied in Ref. 16 to the excitation-energy properties of ${ }^{198} \mathrm{Au}$ and another one which conceivably might be of use for the interpretation of neutron transfer data in the $\mathrm{Pt}-\mathrm{Au}$ mass region. The properties of both group chains will be shown to depend on $O(6) \supset O(5)$ and $O(5) \supset O(3)$ generalized coupling coefficients. A general algorithm to calculate these coefficients will be given and some explicit expressions, of interest in practical applications, will be derived.

Notation: All groups with a boson (fermion) realization are characterized by a superscript $B(F)$; all groups with a neutron (proton) realization are characterized by a subscript $\nu(\pi)$. Groups with a mixed realization (i.e., formed by adding different types of generators) are denoted by a sum in the superscript and/or subscript. Irreducible representations (irreps) of unitary groups [mostly $\mathrm{U}(6)$ ] are labeled as [ $\mathrm{N}_{1}, \mathrm{~N}_{2}, \mathrm{~N}_{3}, \ldots$ ], irreps of $\mathrm{O}(6)$ as $\left\langle\sigma_{1}, \sigma_{2}, \sigma_{3}\right\rangle$, and irreps of $\mathrm{O}(5)$ as $\left(\tau_{1}, \tau_{2}\right)$. If some label is suppressed, it is zero. For instance $\langle\sigma\rangle \equiv\langle\sigma, 0,0\rangle,(\tau) \equiv(\tau, 0)$, etc.

## II. BOSE-FERMI SYMMETRIES FOR ODD-ODD NUCLE

The Bose-Fermi symmetry considered in Ref. 16 is appropriate for situations in which the neutrons occupy orbits with angular momenta $j=\frac{1}{2}$, $\frac{3}{2}$, and $\frac{5}{2}$, and the protons have $j=\frac{3}{2}$. The associated group chain is of the form

$$
\begin{align*}
& \times \underset{v}{v}(2) \supset \underset{L}{F}(3) \supset \underset{M}{(2)}, \tag{2.1}
\end{align*}
$$

where below each group the associated quantum numbers are indicated. The group $U_{v}^{B}(6) \times U_{\pi}^{B}(6) \times U_{v}^{F}(12) \times U_{\pi}^{F}(4)$ serves as a dynamical group ${ }^{18}$ in the sense that one single representation of it contains the states of a specific odd-odd nucleus. Hence,
$N_{v}$ and $N_{\pi}$ are fixed and are equal to the number of neutron and proton bosons. All other quantum numbers are obtained by standard reduction and multiplication rules. Note that in general the $\mathrm{O}_{v+\pi}^{B+F}(5) \supset \mathrm{O}_{v+\pi}^{B+F}(3)$ reduction from ( $\tau_{1}, \tau_{2}$ ) to $J$ is not multiplicity-free and that an additional index is needed besides $J .{ }^{7,19}$ However, in the cases of practical interest considered below, this multiplicity problem does not arise and the additional index will be omitted in the $\mathrm{O}_{v+\pi}^{B+F}(5) \supset \mathrm{O}_{v+\pi}^{B+F}$ (3) reduction as well as in other, similar cases. The quadratic Casimir operator of $\mathrm{U}_{v+\pi}^{B}(6)$ is proportional to a symmetry term between the neutron and proton bosons. ${ }^{14}$ It brings the symmetric irrep $\left[N_{\nu}+N_{\pi}\right] \equiv[N]$ lower in energy by about 2 to 3 MeV compared with the next irrep [ $N-1,1$ ] of $\mathrm{U}_{v+\pi}^{B}(6)$. For applications in odd-odd nuclei one may thus assume $\left[\widetilde{N}_{1}, \widetilde{N}_{2}\right]=[N]$. A wave function associated with the group chain (2.1) will be denoted as

$$
\begin{equation*}
\left|\left[N_{1}, N_{2}\right]\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \tag{2.2}
\end{equation*}
$$

where the quantum numbers that are the same for all states of a given odd-odd nucleus (such as $N_{v}, N_{\pi}$, etc.) are omitted. This wave function is written explicitly as follows:

$$
\begin{aligned}
& \left|\left[N_{1}, N_{2}\right]\left\langle\bar{\sigma}, \bar{\sigma}_{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \\
& =\sum_{j} \sum_{\{-\{\sim\}\{\pi\}\{B\}\{F\}} \sum_{i}(-1)^{L_{B}+J+1 / 2}((2 j+1)(2 J+1)(2 \bar{L}+1)(2 \bar{J}+1))^{1 / 2}\left\{\begin{array}{ccc}
L_{B} & L_{-F} & \bar{L} \\
\frac{1}{2} & \bar{J} & j
\end{array}\right\}\left\{\begin{array}{lll}
L & \frac{3}{2} & J \\
L & \frac{1}{2} & \bar{J}
\end{array}\right\}
\end{aligned}
$$

$$
\begin{align*}
& \left.\times\left\langle\begin{array}{cc}
\left(\tau_{B}\right) & \left(\tau_{F}\right) \\
\alpha_{B} L_{B} & L_{F}
\end{array}\right| \begin{array}{cc}
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) \\
L
\end{array}\right)\left\langle\left.\begin{array}{cc}
\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}\right)
\end{array} \right\rvert\, \begin{array}{cc}
\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\begin{array}{cc}
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}\right) \\
\bar{L} & \left(\tau_{1}, \tau_{2}\right) \\
J
\end{array}\right\rangle \\
& \times\left(\left(\left(B_{v}^{\dagger}\left(\left[N_{v}\right]\left\langle\sigma_{v}\right\rangle\left(\tau_{v}\right) \alpha_{v} L_{v}\right) \times B_{\pi}^{\dagger}\left(\left[N_{\pi}\right]\left\langle\sigma_{\pi}\right\rangle\left(\tau_{\pi}\right) \alpha_{\pi} L_{\pi}\right)\right)^{\left(L_{B}\right)} \times a_{v}^{\dagger}(j)\right)^{(\bar{J})} \times a_{\pi}^{\dagger}\left(\frac{3}{2}\right)\right)_{M}^{(L)}|0\rangle, \tag{2.3}
\end{align*}
$$

where the summation runs over $j=\frac{1}{2}, \frac{3}{2}, \frac{5}{2}$,

$$
\{-\} \equiv\left\{\bar{\tau}_{1}, \bar{\tau}_{2}, \bar{L}, \bar{J}\right\}, \quad\{v\} \equiv\left\{\sigma_{v}, \tau_{v}, \alpha_{v}, L_{v}\right\}, \quad\{\pi\} \equiv\left\{\sigma_{\pi}, \tau_{\pi}, \alpha_{\pi}, L_{\pi}\right\}, \quad\{B\} \equiv\left\{\sigma_{B}, \tau_{B}, \alpha_{B}, L_{B}\right\}, \quad\{F\} \equiv\left\{\tau_{F}, L_{F}\right\}
$$

The operator $B_{v}^{\dagger}\left(B_{\pi}^{\dagger}\right)$ creates a many-neutron (proton) boson state with $O(6) \supset O(5) \supset O(3)$ symmetry; the operator $a_{v}^{\dagger}\left(a_{\pi}^{\dagger}\right)$ creates a neutron (proton) fermion. The coefficients $\langle:: \mid:\rangle$ are generalized coupling coefficients (GCC) or isoscalar factors. ${ }^{18}$ The first three GCC's in Eq. (2.3) are associated with the reduction $U(6) \supset O(6), O(6) \supset O(5)$, and $O(5) \supset O(3)$, respectively, and are defined in Ref. 14. The next three GCC's are associated with the same reductions, and general expressions for them are given in Ref. 11. The last two GCC's in Eq. (2.3) are $O(6) \supset O(5)$ and $O(5) \supset O$ (3) coupling coefficients and are unknown. The problem of finding an explicit realization of the wave function (2.2) is thus reduced to the calculation of these two GCC's. The expression (2.3) can be simplified considerably as follows:

$$
\begin{align*}
&\left|\left[N_{1}, N_{2}\right]\left\langle\bar{\sigma}_{,}, \bar{\sigma}_{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \\
&= \sum_{\{-\}}(-1)^{J-J}((2 J+1)(2 \bar{J}+1))^{1 / 2}\left\{\begin{array}{lll}
\bar{L} & \frac{3}{2} & J \\
L & \frac{1}{2} & \bar{J}
\end{array}\right\}\left\langle\left.\begin{array}{c}
\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) \\
\left(\frac{1}{2}, \frac{1}{2}\right)
\end{array} \right\rvert\, \begin{array}{cc}
\left(\sigma_{1}, \sigma_{2}, \frac{1}{2}\right) \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\left.\begin{array}{cc}
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)\left(\frac{1}{2}, \frac{1}{2}\right) \\
\bar{L} & \frac{3}{2}
\end{array} \right\rvert\, \begin{array}{c}
\left(\tau_{1}, \tau_{2}\right) \\
J
\end{array}\right\rangle \\
& \times\left(A_{v}^{\dagger}\left(\left[N, N_{2}\right]\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) \overline{L J}\right) \times a_{\pi}^{\dagger}\left(\frac{3}{2}\right)\right)_{M}^{(L)}|0\rangle . \tag{2.4}
\end{align*}
$$

The operator $A_{v}^{\dagger}$ creates a state of an odd-neutron nucleus with quantum numbers defined according to the $\mathrm{O}(6)$ limit of $U^{B}(6) \times U^{F}(12) .{ }^{11}$

From Eqs. (2.3) and (2.4) it is clear that in the group chain (2.1), first the neutron is coupled to the bosons and then the proton is coupled to the bosons. This coupling order is appropriate for calculating proton-transfer strengths. For neutron transfer a different coupling order should be imposed which is associated with the group chain


In the same way as for chain (2.1) an abbreviated notation can be introduced for the wave function, i.e.,

$$
\begin{equation*}
\left|\left\langle\sigma_{B}\right\rangle\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \tag{2.6}
\end{equation*}
$$

and this wave function is written explicitly as follows:

$$
\begin{align*}
& \left|\left\langle\sigma_{B}\right\rangle\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \\
& =\sum_{j} \sum_{\{\sim\}} \sum_{\{v\}} \sum_{\{\pi\}} \sum_{\{B\}} \sum_{\{F\}}(-1)^{J}+L+3 / 2((2 j+1)(2 J+1))^{1 / 2}\left\{\begin{array}{ccc}
\widetilde{J} & L_{F} & J \\
\frac{1}{2} & L & j
\end{array}\right\}\left\{\begin{array}{c}
\left\langle\sigma_{v}\right\rangle\left\langle\sigma_{\pi}\right\rangle \\
\left(\tau_{v}\right)\left(\tau_{\pi}\right)
\end{array}\left|\begin{array}{l}
\left\langle\sigma_{B}\right\rangle \\
\left(\tau_{B}\right)
\end{array}\right\rangle\left\langle\begin{array}{c}
\left(\tau_{v}\right)\left(\tau_{\pi}\right)\left|\begin{array}{c}
\left(\tau_{B}\right) \\
\alpha_{v} L_{v} \alpha_{\pi} L_{\pi}
\end{array}\right| \alpha_{B} L_{B}
\end{array}\right\rangle\right. \\
& \times\left\langle\left.\begin{array}{cc}
\left\langle\sigma_{B}\right\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{B}\right) & \left(\frac{1}{2}, \frac{1}{2}\right)
\end{array} \right\rvert\, \begin{array}{c}
\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
\left(\tilde{\tau}_{1}, \frac{1}{2}\right)
\end{array}\right\rangle\left\langle\left.\begin{array}{cc}
\left(\tau_{B}\right) & \left(\frac{1}{2}, \frac{1}{2}\right) \\
\alpha_{B} L_{B} & \frac{3}{2}
\end{array} \right\rvert\, \begin{array}{c}
\left(\tilde{\tau}_{1}, \frac{1}{2}\right) \\
\tilde{J}
\end{array}\right\rangle\left\langle\left.\begin{array}{c}
\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\langle 1\rangle \\
\left(\tilde{\tau}_{, 2}^{2}\right)\left(\tau_{F}\right)
\end{array} \right\rvert\, \begin{array}{cc}
\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\begin{array}{cc}
\left(\tilde{\tau}_{1}, \frac{1}{2}\right)\left(\tau_{F}\right) & \left(\tau_{1}, \tau_{2}\right) \\
\tilde{J} & L_{F} \\
J
\end{array}\right\rangle \\
& \times\left(\left(\left(B_{v}^{\dagger}\left(\left[N_{v}\right]\left\langle\sigma_{v}\right\rangle\left(\tau_{v}\right) \alpha_{v} L_{v}\right) \times B_{\pi}^{\dagger}\left(\left[N_{\pi}\right]\left\langle\sigma_{\pi}\right\rangle\left(\tau_{\pi}\right) \alpha_{\pi} L_{\pi}\right)\right)^{\left(L_{B}\right)} \times a_{\pi}^{\dagger}\left(\frac{3}{2}\right)\right)^{(\widetilde{J})} \times a_{v}^{\dagger}(j)\right)_{M}^{(L)}|0\rangle . \tag{2.7}
\end{align*}
$$

Again, all GCC's are known (see Refs. 9 and 11) except for the last two, which are associated with the reductions $O(6) \supset O(5)$ and $O(5) \supset O(3)$, respectively. As above, expression (2.7) can be simplified as follows:

$$
\begin{align*}
& \left|\left\langle\sigma_{B}\right\rangle\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \\
& =\sum_{j} \sum_{\{\sim\}} \sum_{\{F\}}(-1)^{J}+L+3 / 2 \\
& \times((2 j+1)(2 J+1))^{1 / 2}\left[\begin{array}{ccc}
\widetilde{J} & L_{F} & J \\
\frac{1}{2} & L & j
\end{array}\right\} \\
& \times\left\langle\begin{array}{c|c}
\left\langle\tilde{\sigma}_{1,2}, \frac{1}{2}\right\rangle\langle 1\rangle & \left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tilde{\tau}, \frac{1}{2}\right)\left(\tau_{F}\right) & \left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\begin{array}{cc}
\left(\tilde{\tau}_{1}, \frac{1}{2}\right)\left(\tau_{F}\right) & \left(\tau_{1}, \tau_{2}\right) \\
\tilde{J} & L_{F} \\
J
\end{array}\right\rangle \\
& \times\left(A_{\pi}^{\dagger}\left(\left\langle\sigma_{B}\right\rangle\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\tilde{\tau}_{1}, \frac{1}{2}\right) \widetilde{J}\right) \times a_{v}^{\dagger}(j)\right)_{M}^{(L)} . \tag{2.8}
\end{align*}
$$

The operator $A_{\pi}^{\dagger}$ creates a state of an odd-proton nucleus with quantum numbers defined according to the $\operatorname{Spin}(6)$ limit of $\mathrm{U}^{B}(6) \times \mathrm{U}^{F}(4) .{ }^{9}$

In Secs. III-VI expressions for the GCC's appearing in Eqs. (2.4) and (2.8) will be derived.

## III. THE O(5) $\supset \mathbf{O}(3)$ GCC $\left[\begin{array}{cc}\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)\left(\frac{1}{2}, \frac{1}{2}\right) & \left(\tau_{1}, \tau_{2}\right) \\ L & \frac{3}{2}\end{array}\right)$

These $\mathbf{O}(5) \supset \mathbf{O}(3)$ GCC's are defined as a transformation from the coupled basis $\mathrm{O}_{a}(5) \times \mathrm{O}_{b}(5) \supset \mathrm{O}_{a+b}(5)$ $\supset \mathrm{O}_{a+b}$ (3) to the uncoupled basis $\mathrm{O}_{a}$ (5) $\times \mathrm{O}_{b}$ (5) $\supset \mathrm{O}_{a}$ (3) $\times \mathrm{O}_{b}$ (3) $\supset \mathrm{O}_{a+b}$ (3):

$$
\begin{align*}
& \left|\left(\bar{\tau}, \bar{\tau}_{2}\right),\left(\frac{1}{2}, \frac{1}{2}\right) ;\left(\tau_{1}, \tau_{2}\right) J M\right\rangle \\
& \quad=\sum_{L}\left(\begin{array}{cc}
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)\left(\frac{1}{2}, \frac{1}{2}\right) \\
L & \left(\begin{array}{c}
\frac{3}{2}
\end{array}\right. \\
\left(\tau_{1}, \tau_{2}\right) \\
J
\end{array}\right)\left|\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L,\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} ; J M\right\rangle . \tag{3.1}
\end{align*}
$$

The $O$ (5) $\supset O$ (3) GCC's are thus obtained by diagonalizing $\mathrm{C}_{2}\left(\mathrm{O}_{a+b}(5)\right)$ [the quadratic Casimir operator of $\mathrm{O}_{a+b}(5)$ ] in the uncoupled basis. Denoting the generators of $\mathrm{O}_{a}(5)$ and $\mathrm{O}_{b}(5)$ by $T_{a}^{(k)}$ and $T_{b}^{(k)}(k=1,3)$, the operator $\mathrm{C}_{2}\left(\mathrm{O}_{a+b}(5)\right)$ can be written as

$$
\begin{align*}
\mathrm{C}_{2}\left(\mathrm{O}_{a+b}(5)\right)= & 2 \sum_{k=1,3}\left(T_{a}^{(k)}+T_{b}^{(k)}\right) \cdot\left(T_{a}^{(k)}+T_{b}^{(k)}\right) \\
= & \mathrm{C}_{2}\left(\mathrm{O}_{a}(5)\right)+\mathrm{C}_{2}\left(\mathrm{O}_{b}(5)\right) \\
& +4 \sum_{k=1,3} T_{a}^{(k)} \cdot T_{b}^{(k)}, \tag{3.2}
\end{align*}
$$

and hence, the matrix elements of $\mathrm{C}_{2}\left(\mathrm{O}_{a+b}(5)\right)$ are given by $\left\langle\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L,\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} ; J\right| C_{2}\left(\mathrm{O}_{a+b}(5)\right)\left|\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L^{\prime},\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} ; J\right\rangle$

$$
\begin{align*}
= & \left(\bar{\tau}_{1}\left(\bar{\tau}_{1}+3\right)+\bar{\tau}_{2}\left(\bar{\tau}_{2}+1\right)+\frac{5}{2}\right) \delta_{L L} \\
& +4 \sum_{k=1,3}(-1)^{3 / 2+J+L^{\prime}} \cdot\left\{\begin{array}{ccc}
L & \frac{3}{2} & J \\
\frac{3}{2} & L^{\prime} & k
\end{array}\right\} \\
& \times\left\langle\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L\left\|T_{a}^{(k)}\right\|\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L^{\prime}\right\rangle \\
& \times\left\langle\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2}\left\|T_{b}^{(k)}\right\|\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2}\right\rangle . \tag{3.3}
\end{align*}
$$

The expressions for the matrix elements of $T_{a}^{(k)}$ and $T_{b}^{(k)}$ in Eq. (3.3) are still needed. Using the realization ${ }^{9}$

$$
\begin{align*}
& T_{b}^{(k)}=\left[(-1)^{(k+1) / 2} / \sqrt{2}\right]\left(a^{\dagger}\left(\frac{3}{2}\right) a\left(\frac{3}{2}\right)\right)^{(k)}  \tag{3.4a}\\
& \left.\left|\left(\frac{1}{2}, \frac{1}{2} \frac{3}{2}\right\rangle=a^{\dagger}\left(\frac{3}{2}\right)\right| 0\right\rangle \tag{3.4b}
\end{align*}
$$

one finds

$$
\begin{equation*}
\left\langle\left(\frac{1}{2}, \frac{2}{2}\right)_{2}^{3}\left\|T_{b}^{(k)}\right\|\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2}\right\rangle=(-1)^{(k-1) / 2} \sqrt{(2 k+1) / 2} . \tag{3.5}
\end{equation*}
$$

For the matrix element of $T_{a}^{(k)}$ two cases occur in the summation in Eq. (2.4): (i) $\bar{\tau}_{2}=0$, and (ii) $\bar{\tau}_{2}=1$. The matrix elements $\left\langle(\bar{\tau}) L\left\|T_{a}^{(k)}\right\|(\bar{\tau}) L^{\prime}\right\rangle$ can be computed from a realization in terms of $d$-bosons. ${ }^{2}$ The matrix elements $\left\langle(\bar{\tau}, 1) L\left\|T_{a}^{(k)}\right\|(\bar{\tau}, 1) L^{\prime}\right\rangle$ can be reduced to the first case by realization of $\mathrm{O}(5)$ in terms of two kinds of $d$-bosons (say $v$ and $\pi$ ):
$|(\bar{\tau}, 1) L M\rangle=\sum_{\bar{L}}\left(\left.\begin{array}{c|c}(\bar{\tau})(1) & (\bar{\tau}, 1) \\ \bar{L} & 2\end{array} \right\rvert\, \begin{array}{l}L\end{array}\right)\left(B_{\nu}^{\dagger}((\bar{\tau}) \bar{L}) \times d_{\pi}^{\dagger}\right)_{M}^{(L)}|0\rangle$.

The matrix elements then become

$$
\begin{align*}
&\left\langle(\bar{\tau}, 1) L\left\|T_{a}^{(k)}\right\|(\bar{\tau}, 1) L^{\prime}\right\rangle \\
& \equiv\left\langle(\bar{\tau}, 1) L\left\|T_{a v}^{(k)}+T_{a \pi}^{(k)}\right\|(\bar{\tau}, 1) L^{\prime}\right\rangle \\
&= \sum_{\bar{L}, \bar{L}}\left\langle\left.\begin{array}{c}
(\bar{\tau})(1) \\
\bar{L} \\
2
\end{array} \right\rvert\, \begin{array}{c}
(\bar{\tau}, 1) \\
L
\end{array}\right\rangle\left\langle\left.\begin{array}{c}
(\bar{\tau})(1) \\
\bar{L}, \\
2
\end{array} \right\rvert\, \begin{array}{c}
(\bar{\tau}, 1) \\
L^{\prime}
\end{array}\right\rangle \\
& \times\left[(-1)^{\bar{L}+L^{\prime}+k}\left((2 L+1)\left(2 L^{\prime}+1\right)\right)^{1 / 2}\right. \\
& \times\left\langle(\bar{\tau}) \bar{L}\left\|T_{a v}^{(k)}\right\|(\bar{\tau}) \bar{L}^{\prime}\right\rangle\left\{\begin{array}{ccc}
\bar{L} & L & 2 \\
L^{\prime} & \bar{L}, & k
\end{array}\right\} \\
&+(-1)^{\bar{L}+L^{+k}\left((2 L+1)\left(2 L^{\prime}+1\right)\right)^{1 / 2}} \\
&\left.\times\left\langle d_{\pi}\left\|T_{a \pi}^{(k)}\right\| d_{\pi}\right\rangle\left\{\begin{array}{ccc}
2 & L & \bar{L} \\
L^{\prime} & 2 & k
\end{array}\right\} \delta_{\bar{L} L^{\prime}}\right], \tag{3.7}
\end{align*}
$$

where the $O(5) \supset O(3)$ GCC's can be taken from Ref. 11. From Eqs. (3.5) and (3.7) the matrix element (3.3) is obtained, which in turn determines the $O(5) \supset O(3)$ GCC's. The coefficients that are needed in the calculation of properties of odd-odd nuclei are given in Tables I-III.

TABLE I．The $O(5) \supset O(3)$ GCC＇s $\left\langle\left.\begin{array}{cc}(2)\left(\frac{1}{2}, 2\right) \\ L & \frac{3}{2}\end{array} \right\rvert\, \begin{array}{c}\left(\tau_{1}, \tau_{2}\right) \\ J\end{array}\right\rangle$ ．

| （ $\tau_{1}, \tau_{2}$ ） | $J$ | $L=2$ | $L=4$ |
| :---: | :---: | :---: | :---: |
| （ 3,2 ） | $\frac{1}{2}$ | 1 |  |
|  | $\frac{5}{3}$ |  | $-\sqrt{\text { 每 }}$ |
|  | $\frac{3}{2}$ | $\sqrt{49}$ | $\sqrt{49}$ |
| （ $5, \frac{1}{2}$ ） | $\frac{3}{2}$ | 1 |  |
|  | $\frac{5}{2}$ | $\sqrt{24}$ | $\sqrt{ } \sqrt{45}$ |
|  | $\frac{7}{2}$ | $\sqrt{\frac{45}{49}}$ | $-\sqrt{49}$ |
|  | $\frac{9}{2}$ |  | 1 |
|  | $\frac{11}{2}$ |  | 1 |

## IV．THE O（6）$\supset \mathbf{O}(5)$ GCC＇s $\left\langle\begin{array}{cc}\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle & \left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\ \left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}\right)\end{array}\binom{\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle}{\left(\tau_{1}, \tau_{2}\right)}\right.$

These $O(6) \supset O(5)$ GCC＇s appear in the transforma－ tion from the coupled basis $\mathrm{O}_{a}(6) \times \mathrm{O}_{b}(6) \supset \mathrm{O}_{a+b}(6)$ $\supset \mathrm{O}_{a+b}(5) \supset \mathrm{O}_{a+b}$（3）to the uncoupled basis $\mathrm{O}_{a}(6)$ $\times \mathrm{O}_{b}(6) \supset \mathrm{O}_{a}(5) \times \mathrm{O}_{b}(5) \supset \mathrm{O}_{a}(3) \times \mathrm{O}_{b}(3) \supset \mathrm{O}_{a+b}(3):$

$$
\begin{align*}
& \left|\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle,\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle ;\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J M\right\rangle \\
& =\sum_{\bar{\tau}_{1}, \bar{\tau}_{2}} \sum_{L}\left\langle\left.\begin{array}{c|c}
\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle & \left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}\right)
\end{array} \right\rvert\, \begin{array}{c}
\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle \\
& \times\left\langle\begin{array}{cc}
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}\right) \\
L & \frac{3}{2}
\end{array}\right) \\
& \times\left|\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L,\left\langle\frac{1}{2}, \frac{1}{2} \frac{1}{2}\right\rangle\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} ; J M\right\rangle . \tag{4.1a}
\end{align*}
$$

The inverse transformation reads

$$
\begin{align*}
& \left\langle\begin{array}{c|c}
\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle \\
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)
\end{array}\right)\left|\begin{array}{cc}
\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\left.\begin{array}{cc}
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)\left(\frac{1}{2}, \frac{1}{2}\right) \\
L & \frac{3}{2}
\end{array} \right\rvert\, \begin{array}{c}
\left(\tau_{1}, \tau_{2}\right) \\
J
\end{array}\right\rangle\left\{\left(\sigma_{1}\left(\sigma_{1}+4\right)+\sigma_{2}\left(\sigma_{2}+2\right)\right)\right. \\
& \left.-\left(\bar{\sigma}_{1}\left(\bar{\sigma}_{1}+4\right)+\bar{\sigma}_{2}\left(\bar{\sigma}_{2}+2\right)\right)+\left(\bar{\tau}_{1}\left(\bar{\tau}_{1}+3\right)+\bar{\tau}_{2}\left(\bar{\tau}_{2}+1\right)\right)-\left(\tau_{1}\left(\tau_{1}+3\right)+\tau_{2}\left(\tau_{2}+1\right)\right)-1\right\} \\
& =\sum_{\bar{\tau}_{1}^{\prime}, \bar{\tau}_{2}^{\prime}} \sum_{L}\left\{\begin{array}{c|c|c}
\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
\left(\bar{\tau}_{1}^{\prime}, \bar{\tau}_{2}^{\prime}\right) & \left(\frac{1}{2}, \frac{1}{2}\right)
\end{array}\left|\begin{array}{c}
\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\left.\begin{array}{cc}
\left(\bar{\tau}_{1}^{\prime}, \bar{\tau}_{2}^{\prime}\right)\left(\frac{1}{2}, \frac{1}{2}\right) \\
L^{\prime} & \frac{3}{2}
\end{array} \right\rvert\, \begin{array}{c}
\left(\tau_{1}, \tau_{2}\right) \\
J
\end{array}\right\rangle\right. \\
& \times 2 \sqrt{5}(-1)^{J+L+5 / 2}\left\{\begin{array}{ccc}
L^{\prime} & \frac{3}{2} & J \\
\frac{3}{2} & L & 2
\end{array}\right\}\left\langle\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left(\bar{\tau}_{1}^{\prime}, \bar{\tau}_{2}^{\prime}\right) L^{\prime}\left\|T_{a}^{(2)}\right\|\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) L\right\rangle . \tag{4.3}
\end{align*}
$$

TABLE II．The $\mathbf{O}(5) \supset \mathrm{O}(3)$ GCC＇s $\left.\left\langle\begin{array}{cc}(1,1)\left(\frac{1}{2}, 2\right) \\ L & \frac{3}{2}\end{array}\right| \begin{array}{c}\left(\tau_{1}, \tau_{2}\right) \\ J\end{array}\right)$ ．

| $\left(\tau_{1}, \tau_{2}\right)$ | $J$ | $L=1$ | $L=3$ |
| :---: | :---: | :---: | :---: |
| $\left(\frac{1}{2}, \frac{1}{2}\right)$ | $\frac{3}{2}$ | $-\sqrt{\frac{3}{10}}$ | $\sqrt{\frac{7}{10}}$ |
| $\left(\frac{3}{2}, \frac{1}{2}\right)$ | $\frac{1}{2}$ | 1 |  |
|  | $\frac{5}{2}$ | $\sqrt{\frac{7}{13}}$ | $\sqrt{\frac{8}{13}}$ |
|  | $\frac{7}{2}$ |  | 1 |
| $\left(\frac{3}{2}, \frac{3}{2}\right)$ | $\frac{3}{2}$ | $\sqrt{\frac{7}{10}}$ | $\sqrt{\frac{3}{10}}$ |
|  |  | $\sqrt{\frac{3}{13}}$ | $-\sqrt{\frac{7}{13}}$ |
|  |  |  | 1 |

TABLE III．Some $O(5) \supset O(3)$ GCC＇s $\left(\left.\begin{array}{cc}(2,1)\left(\frac{1}{2}, 2\right) \\ L & \frac{3}{2}\end{array} \right\rvert\, \begin{array}{c}\left(\tau_{1}, \tau_{2}\right) \\ J\end{array}\right)$ ．

| $\left(\tau_{1}, \tau_{2}\right)$ | $J$ | $L=1$ | $L=2$ | $L=3$ | $L=4$ | $L=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| （ $\left.\frac{1}{2}, 2\right)$ | $\begin{aligned} & \frac{1}{2} \\ & \frac{5}{2} \\ & \frac{3}{2} \end{aligned}$ | $\begin{aligned} & -\sqrt{\frac{2}{3}} \\ & \sqrt{\frac{2}{2}} \end{aligned}$ | $\begin{aligned} & \sqrt{\frac{1}{3}} \\ & -\sqrt{\frac{5}{147}} \\ & -\sqrt{277} \end{aligned}$ | $\begin{aligned} & \sqrt{\frac{⿸ 厂}{21}} \\ & -\sqrt{\frac{4}{33}} \end{aligned}$ | $\begin{aligned} & -\sqrt{34} \\ & -\sqrt{36} \end{aligned}$ | $\sqrt{\text { 第 }}$ |
| （3， 2 ） | $\begin{aligned} & \frac{3}{2} \\ & \frac{5}{2} \\ & \frac{9}{2} \end{aligned}$ | $\begin{aligned} & \sqrt{\frac{3}{3}} \\ & \sqrt{\frac{2}{13}} \end{aligned}$ | $\begin{aligned} & \sqrt{\frac{3}{3}} \\ & \sqrt{\frac{4}{2}} \end{aligned}$ | $\begin{gathered} \sqrt{\frac{12}{33}} \\ -\sqrt{\frac{10}{10}} \\ \sqrt{\frac{1}{36}} \end{gathered}$ | $\begin{aligned} & -\sqrt{\frac{15}{58}} \\ & \sqrt{298} 8 \end{aligned}$ | $\sqrt{\text { 新 }}$ |
| $\mid\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle$ $=$ $=$ $=$ | $\begin{aligned} & , \bar{\tau}_{2} \\ & \sum_{\tau_{1}, \tau_{2}} \\ & \left(\bar{\tau}_{1},\right. \end{aligned}$ | $\left.\begin{aligned} & \left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\ & \left.\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle \\ & \left.\bar{\tau}_{1}, \bar{\tau}_{2}\right) \\ & \left(\frac{1}{2}, \frac{1}{2}\right) \\ & \frac{3}{2} \end{aligned} \right\rvert\,$ | $\frac{1}{2}$ ）$\frac{3}{2}$ ；$J M$ <br> $\left.\frac{1}{2}, \frac{1}{2}\right\rangle \mid$ <br> $\left.\begin{array}{l}\left., \tau_{2}\right) \\ J\end{array}\right\rangle$ $\left.{ }_{1}, \sigma_{2}, \frac{1}{2}\right\rangle$ | $\left.\begin{array}{l} \left.\sigma_{2}, \frac{1}{2}\right\rangle \\ , \end{array}\right\rangle$ $\left(, \tau_{2}\right) J M$ |  | （4．1b） |

If the matrix elements of the operator

$$
\begin{align*}
\left(T_{a}^{(2)}\right. & \left.+T_{b}^{(2)}\right) \cdot\left(T_{a}^{(2)}+T_{b}^{(2)}\right) \\
= & C_{2}\left(\mathrm{O}_{a+b}(6)\right)-C_{2}\left(\mathrm{O}_{a+b}(5)\right) \\
= & C_{2}\left(\mathrm{O}_{a}(6)\right)-C_{2}\left(\mathrm{O}_{a}(5)\right)+C_{2}\left(\mathrm{O}_{b}(6)\right) \\
& \quad-C_{2}\left(\mathrm{O}_{b}(5)\right)+2 T_{a}^{(2)} \cdot T_{b}^{(2)} \tag{4.2}
\end{align*}
$$

between the states（4．1a）and（4．1b）are calculated，the fol－ lowing relation is derived：

TABLE IV. The $\mathrm{O}(6) \supset \mathrm{O}(5)$ GCC's $\left\langle\left.\begin{array}{cc}\langle\sigma+1\rangle & \left(\frac{1}{2}, \frac{2}{2}, \frac{1}{2}\right\rangle \\ (\bar{\tau}) & \left(\frac{1}{2}, \frac{1}{2}\right)\end{array} \right\rvert\, \begin{array}{c}\left\langle\sigma_{1}, \sigma_{2,2}, \frac{1}{2}\right\rangle \\ \left(\tau_{1}, \tau_{2}\right)\end{array}\right\rangle$.

| $\left\langle\sigma_{1}, \sigma_{2, \frac{1}{2}}\right\rangle$ | $\left(\tau_{1}, \tau_{2}\right)$ | $\bar{\tau}=\tau+\frac{1}{2}$ | $\bar{\tau}=\tau-\frac{1}{2}$ |
| :---: | :---: | :---: | :---: |
| $\left\langle\sigma+\frac{3,2,2,2}{}\right\rangle$ | $\left(\tau, \frac{1}{2}\right)$ | $\left(\frac{2 \sigma-2 \tau+3}{4(\sigma+3)}\right)^{1 / 2}$ | $-\left(\frac{2 \sigma+2 \tau+9}{4(\sigma+3)}\right)^{1 / 2}$ |
| $\left\langle\sigma+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle$ | $\left(\tau, \frac{1}{2}\right)$ | $\left(\frac{2 \sigma+2 \tau+9}{4(\sigma+3)}\right)^{1 / 2}$ | $\left(\frac{2 \sigma-2 \tau+3}{4(\sigma+3)}\right)^{1 / 2}$ |

$$
\begin{align*}
& X(1,1)(\sigma+2) \\
& =X(1)(3(\sigma+1)(\sigma+3) / 8)^{1 / 2} \\
& \quad-X(2,1)(5(\sigma-1)(\sigma+5) / 8)^{1 / 2} \tag{4.4c}
\end{align*}
$$

$X(2,1)(\sigma+3)$

$$
\begin{align*}
= & -X(2)(3(\sigma+1)(\sigma+3) / 8)^{1 / 2} \\
& -X(1,1)(5(\sigma-1)(\sigma+5) / 8)^{1 / 2} \tag{4.4d}
\end{align*}
$$

where

$$
X\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)=\left\langle\left.\begin{array}{cc}
\langle\sigma, 1\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle & \left\langle\sigma+\frac{1}{2}, \frac{3}{2}, \frac{1}{2}\right\rangle  \tag{4.5}\\
\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right) & \left(\frac{1}{2}, \frac{1}{2}\right)
\end{array} \right\rvert\, \begin{array}{c}
\left(\frac{3}{2}, \frac{1}{2}\right)
\end{array}\right\rangle .
$$

Equations (4.4) can be solved for the unknown $X\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)$ up to an overall factor. Hence

$$
\begin{align*}
& \frac{X(2)}{X(1)}=-\left(\frac{2(\sigma-1)}{5(\sigma+5)}\right)^{1 / 2},  \tag{4.6a}\\
& \frac{X(1,1)}{X(1)}=\left(\frac{2(\sigma+1)}{3(\sigma+5)}\right)^{1 / 2},  \tag{4.6b}\\
& \frac{X(2,1)}{X(1)}=-\left(\frac{(\sigma-1)(\sigma+1)}{15(\sigma+3)(\sigma+5)}\right)^{1 / 2} . \tag{4.6c}
\end{align*}
$$

The $X\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)$ are completely determined after normalization. The $O(6) \supset O(5)$ GCC's of practical interest are summarized in Tables IV and V.

## V. THE $O(5) \supset O(3)$ GCC's $\left\langle\begin{array}{cc|c}\left(\tilde{\tau}, \frac{1}{2}\right)(1) & \left(\tau_{1}, \tau_{2}\right) \\ J^{\prime} & 2 & J\end{array}\right)$

These $\mathbf{O}(5) \supset \mathbf{O}$ (3) GCC's are defined as a transformation from the coupled basis $\mathrm{O}_{a}(5) \times \mathrm{O}_{b}(5) \supset \mathrm{O}_{a+b}(5)$ $\supset \mathrm{O}_{a+b}(3)$ to be uncoupled basis $\mathrm{O}_{a}(5) \times \mathrm{O}_{b}(5) \supset \mathrm{O}_{a}$ (3) $\times \mathrm{O}_{b}(3) \supset \mathrm{O}_{a+b}(3):$

$$
\begin{align*}
& \left|\left(\tilde{\tau}, \frac{1}{2}\right),(1) ;\left(\tau_{1}, \tau_{2}\right) J M\right\rangle \\
& \quad=\sum_{J^{\prime}}\left\langle\begin{array}{cc}
\left(\tilde{\tau}, \frac{1}{2}\right)(1) & \left(\tau_{1}, \tau_{2}\right) \\
J^{\prime} & 2
\end{array}\right|\left|\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime},(1) 2 ; J M\right\rangle . \tag{5.1}
\end{align*}
$$

As in Sec. III, the transformatin matrix can be found by evaluating the matrix elements of $C_{2}\left(\mathrm{O}_{a+b}(5)\right)$ :

$$
\begin{align*}
&\left\langle\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime},(1) 2 ; J\right| C_{2}\left(\mathrm{O}_{a+b}(5)\right)\left|\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime \prime},(1) 2 ; J\right\rangle \\
&=\left(\tilde{\tau}(\tilde{\tau}+3)+\frac{19}{4}\right) \delta_{J^{\prime} J^{\prime \prime}}+4 \sum_{k=1,3}(-1)^{J+J^{\prime \prime}} \\
& \times\left\{\begin{array}{ccc}
J^{\prime} & 2 & J \\
2 & J^{\prime \prime} & k
\end{array}\right\}\left\langle\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime}\left\|T_{a}^{(k)}\right\|\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime \prime}\right\rangle \\
& \times\left\langle(1) 2\left\|T_{b}^{(k)}\right\|(1) 2\right\rangle . \tag{5.2}
\end{align*}
$$

The matrix elements of $T_{b}^{(k)}$ are obtained from a $d$-boson realization of $O(5)$ :

$$
\begin{equation*}
\left\langle(1) 2\left\|T_{b}^{(k)}\right\|(1) 2\right\rangle=\sqrt{2 k+1} . \tag{5.3}
\end{equation*}
$$

The matrix elements of $T_{a}^{(k)}$ in Eq. (5.2) are evaluated by using a boson + fermion realization of $\mathrm{O}(5)$, i.e.,

$$
\begin{align*}
\left|\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime}\right\rangle= & \sum_{\tau, L}\left(\begin{array}{cc|c}
(\tau)\left(\frac{1}{2}, \frac{1}{2}\right) & \left(\tilde{\tau}, \frac{1}{2}\right) \\
L & \frac{3}{2} & J^{\prime}
\end{array}\right) \\
& \times\left(B^{\dagger}((\tau) L) \times a^{\dagger}\left(\frac{3}{2}\right)\right)^{\left(J^{\prime}\right)}|0\rangle \tag{5.4}
\end{align*}
$$

and

$$
\begin{equation*}
T_{a}^{(k)}=\left(d^{\dagger} \tilde{d}\right)^{(k)}+(-1)^{(k+1) / 2 / \sqrt{2}\left(a^{\dagger}\left(\frac{3}{2}\right) \tilde{a}\left(\frac{3}{2}\right)\right)^{(k)} .} \tag{5.5}
\end{equation*}
$$

The O (5) $\supset \mathrm{O}$ (3) GCC's in Eq. (5.4) can be taken from Ref. 9. From Eqs. (5.3) to (5.5) the matrix element (5.2) is obtained, which in turn determines the $O(5) \supset O(3)$ GCC's. Some useful cases are given in Table VI. These determine the structure of low-lying states not only in odd-odd nuclei in the $\mathrm{U}_{v}^{B}(6) \times \mathrm{U}_{\pi}^{B}(6) \times \mathrm{U}_{v}^{F}(12) \times \mathrm{U}_{\pi}^{F}(4)$ scheme, but also in the $U^{B}(6) \times U^{F}(20)$ scheme for odd- $A$ nuclei discussed in Ref. 20.
VI. THE O(6) $\supset$ O(5) GCC's $\left\langle\begin{array}{cc}\left\langle\tilde{\sigma}, \frac{1}{2}, \frac{1}{2}\right\rangle\langle 1\rangle & \left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\ \left(\tilde{\tau}, \frac{1}{2}\right) & (\tau)\end{array}\right|$

These $O(6) \supset O(5)$ GCC's appear in the transformation from the coupled basis $\mathrm{O}_{a}(6) \times \mathrm{O}_{b}(6) \supset \mathrm{O}_{a+b}(6)$ $\supset \mathrm{O}_{a+b}(5) \supset \mathrm{O}_{a+b}$ (3) to the uncoupled basis $\mathrm{O}_{a}(6)$ $\times \mathrm{O}_{b}(6) \supset \mathrm{O}_{a}(5) \times \mathrm{O}_{b}(5) \supset \mathrm{O}_{a}(3) \times \mathrm{O}_{b}(3) \supset \mathrm{O}_{a+b}(3):$


| $\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle$ | $\left(\tau_{1}, \tau_{2}\right)$ | $\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)=(1)$ | $\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)=(2)$ | $\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)=(1,1)$ | $\left(\bar{\tau}_{1}, \bar{\tau}_{2}\right)=(2,1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\left\langle\sigma+\frac{1,3,2,1}{}\right\rangle$ | ( $\frac{3}{2}, 1$ ) | $\left(\frac{15(\sigma+3)(\sigma+5)}{32(\sigma+2)(\sigma+4)}\right)^{1 / 2}$ | $-\left(\frac{3(\sigma-1)(\sigma+3)}{16(\sigma+2)(\sigma+4)}\right)^{1 / 2}$ | $\left(\frac{5(\sigma+1)(\sigma+5)}{16(\sigma+2)(\sigma+4)}\right)^{1 / 2}$ | $-\left(\frac{(\sigma-1)(\sigma+1)}{32(\sigma+2)(\sigma+4)}\right)^{1 / 2}$ |
|  | ( $\frac{3}{2}, \frac{3}{2}$ ) |  |  | $\left(\frac{\sigma+5}{2(\sigma+2)}\right)^{1 / 2}$ | $-\left(\frac{\sigma-1}{2(\sigma+2)}\right)^{1 / 2}$ |
| $\left\langle\sigma+\frac{1,2,2,2}{}\right\rangle$ | ( $1, \frac{1}{2}$ ) | $\left(\frac{\sigma+3}{2(\sigma+2)}\right)^{1 / 2}$ |  | $-\left(\frac{\sigma+1}{2(\sigma+2)}\right)^{1 / 2}$ |  |
|  | ( 3,212$)$ | $\left(\frac{(\sigma+3)(\sigma+5)}{32 \sigma(\sigma+2)}\right)^{1 / 2}$ | $-\left(\frac{5(\sigma-1)(\sigma+3)}{16 \sigma(\sigma+2)}\right)^{1 / 2}$ | $-\left(\frac{3(\sigma+1)(\sigma+5)}{16 \sigma(\sigma+2)}\right)^{1 / 2}$ | $\left(\frac{15(\sigma-1)(\sigma+1)}{16 \sigma(\sigma+2)}\right)^{1 / 2}$ |

TABLE VI. The $O(5) \supset O(3)$ GCC's $\left\langle\left.\begin{array}{c|c}(3,2)(1) & \left(\tau_{1}, \tau_{2}\right) \\ J^{\prime} & 2\end{array} \right\rvert\, \begin{array}{c}J\end{array}\right\rangle$.

| ( $\tau_{1}, \tau_{2}$ ) | $J$ | $J^{\prime}=\frac{1}{2}$ | $J^{\prime}=\frac{5}{2}$ | $J^{\prime}=\frac{7}{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| ( 2,2 ) | $\frac{3}{2}$ | $\sqrt{1}$ | $\sqrt{\frac{3}{8}}$ | $\sqrt{\frac{1}{2}}$ |
| ( 3,12$)$ | $\frac{5}{2}$ | $\sqrt{\frac{1}{3}}$ | $\begin{gathered} 1 \\ -\sqrt{\frac{2}{37}} \\ -\sqrt{2_{4}} \end{gathered}$ | $\begin{aligned} & \sqrt{\frac{3}{38}} \\ & \sqrt{485} \end{aligned}$ |
| ( 3,2 ) | 2 $\frac{5}{2}$ $\frac{2}{2}$ $\frac{2}{2}$ | $\begin{aligned} & -\sqrt{24} \\ & -\sqrt{\frac{1}{13}} \end{aligned}$ | $\begin{gathered} -\sqrt{\frac{5}{35}} \\ \sqrt{\frac{\sqrt{8}}{3}} \\ \sqrt{\frac{3}{13}} \end{gathered}$ | $\begin{aligned} & \sqrt{303} \\ & \sqrt{16} \\ & \sqrt{11} \end{aligned}$ |
| ( 5,2 ) | 3 2 $\frac{3}{2}$ $\frac{7}{2}$ $\frac{2}{2}$ $\frac{2}{2}$ $\frac{11}{2}$ | $\begin{aligned} & \sqrt{\frac{5}{20}} \\ & \sqrt{\frac{1}{3}} \end{aligned}$ | $\begin{gathered} -\sqrt{\frac{15}{28}} \\ \sqrt{\frac{15}{68}} \\ \sqrt{5_{4}^{2}} \\ \sqrt{H} \end{gathered}$ | $\begin{gathered} \sqrt{\frac{4}{33}} \\ -\sqrt{126} \\ \sqrt{246} \\ -\sqrt{\frac{1}{14}} \\ 1 \end{gathered}$ |

$$
\begin{align*}
& \left|\left\langle\tilde{\sigma}, \frac{2}{2}, \frac{1}{2}\right\rangle\langle 1\rangle ;\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J M\right\rangle \\
& =\sum_{;, \tau} \sum_{J^{\prime}, L}\left\langle\left.\begin{array}{c}
\left\langle\tilde{\sigma}, \frac{1}{2}, \frac{1}{2}\right\rangle\langle 1\rangle \\
\left(\tilde{\tau}, \frac{1}{2}\right)(\tau)
\end{array} \right\rvert\, \begin{array}{c}
\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right\rangle\left\langle\left.\begin{array}{c}
\left(\tilde{\tau}, \frac{1}{2}\right)(\tau) \\
J^{\prime} \\
\hline
\end{array} \right\rvert\, \begin{array}{c}
\left(\tau_{1}, \tau_{2}\right) \\
\quad
\end{array}\right\rangle
\end{align*}
$$

A derivation analogous to the one in Sec. IV leads to the relation

$$
\begin{aligned}
& \left\langle\begin{array}{c|c}
\left\langle\tilde{\sigma}, \frac{1}{2}, \frac{1}{2}\right\rangle\langle 1\rangle & \left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tilde{\tau}, \frac{1}{2}\right)(1) & \left(\tau_{1}, \tau_{2}\right)
\end{array}\right)\left(\begin{array}{cc}
\left(\tilde{\tau}, \frac{1}{2}\right)(1) \\
J^{\prime} & 2
\end{array}\left|\begin{array}{c}
\left(\tau_{1}, \tau_{2}\right) \\
J
\end{array}\right\rangle\right. \\
& \quad \times\left\{\left(\sigma_{1}\left(\sigma_{1}+4\right)+\sigma_{2}\left(\sigma_{2}+2\right)\right)-\tilde{\sigma}(\tilde{\sigma}+4)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\tilde{\tau}(\tilde{\tau}+3)-\left(\tau_{1}\left(\tau_{1}+3\right)+\tau_{2}\left(\tau_{2}+1\right) \left\lvert\,-\frac{3}{2}\right.\right\} \\
= & \delta_{\tau_{2}, 1 / 2} 2(2 J+1)^{-1 / 2} \\
& \times\left(\left\langle\tilde{\sigma}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \frac{1}{2}\right) J\left\|T_{a}^{(k)}\right\|\left\langle\tilde{\sigma}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\tilde{\tau}, \frac{1}{2}\right) J^{\prime}\right\rangle \\
& \times\left(\begin{array}{cc}
\left\langle\tilde{\sigma}, \frac{1}{2}, \frac{1}{2}\right\rangle\langle 1\rangle \\
\left(\tau_{1}, \frac{1}{2}\right)(0) & \left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\tau_{1}, \tau_{2}\right)
\end{array}\right) . \tag{6.2}
\end{align*}
$$

Since the $O(5) \supset O$ (3) GCC's in Eq. (6.2) are known from Sec. $V$ and the reduced matrix elements can be taken from Ref. 9, the $O(6) \supset O(5)$ GCC's can be obtained for different choices of $\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle$ and $\left(\tau_{1}, \tau_{2}\right)$. The cases of practical interest are given in Table VII.

## VII. APPLICATIONS

The results derived in Secs. III-VI fully determine the wave functions (2.4) and (2.8) of the lowest states of oddodd nuclei with $\mathrm{U}_{v}^{B}(6) \times \mathrm{U}_{v}^{F}(12) \times \mathrm{U}_{\pi}^{B}(6) \times \mathrm{U}_{\pi}^{F}(4)$ symmetry. They can thus be used for deriving properties of these nuclei such as electromagnetic transition rates and particletransfer strengths. Hence, the symmetry scheme, which was proposed in Ref. 16 on the basis of energy spectra, can now be tested in further detail.

To illustrate this, let us take the example of neutron or proton transfer. For one-proton transfer reactions that conserve the number of bosons, the transfer strength is givenin simplest approximation-by the square of the reduced matrix element
$\left\langle\left[N_{1}, N_{2}\right]\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L\left\|a_{\pi}^{\dagger}\left(\frac{3}{2}\right)\right\| G S(v) ; \frac{1}{2}\right\rangle$,
where the reduced matrix element is defined with a $3 j$-symbol in the convention of Ref. 21. In Eq. (7.1), the ket denotes

TABLE VII. Some $\mathrm{O}(6) \supset \mathrm{O}(5)$ GCC's $\left\{\begin{array}{cc|c}\left\langle\sigma+\frac{1}{2}, 1,1,2\right\rangle & \langle 1\rangle & \left\langle\sigma_{1}, \sigma_{2}, \frac{2}{2}\right\rangle \\ (\tilde{\tau}, \underline{1}) & (\tau) & \left(\tau_{1}, \tau_{2}\right)\end{array}\right)$.

| $\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle$ | $\left(\tau_{1}, \tau_{2}\right)$ | ( $\tau$ ) | $(\tilde{\tau}, 2)=\left(\frac{1}{2}, 1\right)$ | $\left(\tilde{\tau}, \frac{1}{2}\right)=\left(\frac{2}{2}, \frac{1}{2}\right)$ | $(\bar{\tau}, 2)=(\underline{2}, 2)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\langle\sigma+3,2,1)$ | ( 1,12$)$ | (0) | $\left(\frac{\sigma+5}{2(\sigma+3)}\right)^{1 / 2}$ |  |  |
|  | ( $\frac{1}{2}$, $)^{\text {) }}$ | (1) | $-\left(\frac{\sigma+5}{10(\sigma+3)}\right)^{1 / 2}$ | $\left(\frac{2 \sigma}{5(\sigma+3)}\right)^{1 / 2}$ |  |
|  | (3, 12 ) | (0) |  | $\left(\frac{\sigma(\sigma+6)}{2(\sigma+1)(\sigma+3)}\right)^{1 / 2}$ |  |
|  | $\left(\frac{3}{2}, 1\right)$ | (1) | $\left(\frac{(\sigma+5)(\sigma+6)}{10(\sigma+1)(\sigma+3)}\right)^{1 / 2}$ | $-\left(\frac{3 \sigma(\sigma+6)}{70(\sigma+1)(\sigma+3)}\right)^{1 / 2}$ | $-\left(\frac{5 \sigma(\sigma-1)}{14(\sigma+1)(\sigma+3)}\right)^{1 / 2}$ |
| $\left\langle\sigma+1,2,1, \frac{1}{2}\right.$ | (3,2) | (0) |  | $\left(\frac{15}{4(\sigma+1)(\sigma+4)}\right)^{1 / 2}$ |  |
|  | ( $3,2,1$ ) | (1) | $-\left(\frac{3 \sigma(\sigma+5)}{4(\sigma+1)(\sigma+4)}\right)^{1 / 2}$ | $-\left(\frac{(2 \sigma+5)^{2}}{28(\sigma+1)(\sigma+4)}\right)^{1 / 2}$ | $-\left(\frac{3(\sigma-1)(\sigma+6)}{28(\sigma+1)(\sigma+4)}\right)^{1 / 2}$ |
|  | (3,2) | (1) |  |  |  |
| $\langle\sigma+1,1,2\rangle$ | ( 2,12 | (0) | $\left(\frac{1}{(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ |  |  |
|  | ( 1,210 | (1) | $\left(\frac{(2 \sigma+5)^{2}}{5(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ | $\left(\frac{\sigma(\sigma+5)}{5(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ |  |
|  | $\left(\frac{3}{2}, 1\right)$ | (0) |  | $\left(\frac{9}{4(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ |  |
|  | ( 3,21 ) | (1) | $-\left(\frac{\sigma(\sigma+5)}{20(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ | $\left(\frac{27(2 \sigma+5)^{2}}{140(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ | $\left(\frac{5(\sigma-1)(\sigma+6)}{28(\sigma+2)(\sigma+3)}\right)^{1 / 2}$ |

the ground state of an odd-neutron nucleus which has the $O(6)$ symmetry of $U^{B}(6) \times U^{F}(12)$, i.e.,

$$
\begin{equation*}
\left|G S(v) ; \frac{1}{2}\right\rangle=A_{v}^{\dagger}\left([N+1]\langle N+1\rangle(0) 0 \frac{1}{2}\right)|0\rangle . \tag{7.2}
\end{equation*}
$$

Furthermore, the bra denotes a state of an odd-odd nucleus, characterized according to the chain (2.1). The matrix element (7.1) thus describes the properties of a transfer reaction such as ${ }_{80}^{199} \mathrm{Hg}_{119} \rightarrow{ }_{79}^{198} \mathrm{Au}_{119}$. From Eq. (2.4) one immediately finds the predicted transfer strength:

$$
\begin{align*}
& \left\langle[N+1]\langle N+1\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} L\left\|a_{\pi}^{\dagger}\left(\frac{3}{2}\right)\right\| G S(v) ; \frac{1}{2}\right\rangle^{2} \\
& \quad=(2 L+1)\left\langle\left.\begin{array}{cc}
\langle N+1\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle \\
(0) & \left(\frac{1}{2}, \frac{1}{2}\right)
\end{array} \right\rvert\, \begin{array}{c}
\left(\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\frac{1}{2}, \frac{1}{2}\right)
\end{array}\right\rangle^{2} . \tag{7.3}
\end{align*}
$$

Hence, two $1^{-}-2^{-}$doublets are predicted to be excited, and their respective strengths can be computed from Eq. (7.3) and Table IV. The results are

$$
\begin{align*}
& \left\langle[N+1]\langle N+1\rangle\left\langle N+\frac{3}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} L\left\|a_{\pi}^{\dagger}\left(\frac{3}{2}\right)\right\| G S(v) ; \frac{1}{2}\right\rangle^{2} \\
& \quad=(2 L+1)[(N+5) / 2(N+3)], \tag{7.4a}
\end{align*}
$$

and

$$
\begin{align*}
& \left\langle[N+1]\langle N+1\rangle\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2} L\left\|a^{\dagger}\left(\frac{3}{2}\right)\right\| G S(v) ; \frac{1}{2}\right\rangle^{2} \\
& \quad=(2 L+1)[(N+1) / 2(N+3)] . \tag{7.4b}
\end{align*}
$$

For one-neutron transfer properties the matrix element

$$
\begin{equation*}
\left\langle\left\langle\sigma_{B}\right\rangle\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L\left\|a_{v}^{\dagger}(j)\right\| G S(\pi) ; \frac{3}{2}\right\rangle \tag{7.5}
\end{equation*}
$$

should be calculated, where the bra denotes a state of an odd-odd nucleus, characterized according to the chain (2.5), and the ket denotes the ground state of an odd-proton nucleus which has the $\operatorname{Spin}(6)$ symmetry of $U^{B}(6) \times U^{F}(4)$, i.e.,

$$
\begin{equation*}
\left|G S(\pi) ; \frac{3}{2}\right\rangle=A_{\pi}^{\dagger}\left(\langle N\rangle\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\frac{1}{2}, \frac{1}{2}\right) \frac{3}{2}\right)|0\rangle . \tag{7.6}
\end{equation*}
$$

The matrix element (7.5) thus describes the properties of a transfer reaction such as ${ }_{79}^{197} \mathrm{Au}_{118} \rightarrow{ }_{79}^{196} \mathrm{Au}_{117}$. From Eq. (2.8) one finds the predicted transfer strength:

$$
\begin{align*}
&\left\langle\langle N\rangle\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L\left\|a_{v}^{\dagger}(j)\right\| G S(\pi) ; \frac{3}{2}\right\rangle^{2} \\
&=(2 j+1)(2 J+1)(2 L+1)\left\{\begin{array}{ccc}
\frac{3}{2} & L_{F} & J \\
\frac{1}{2} & L & j
\end{array}\right\}^{2} \\
& \times\left(\begin{array}{cc}
\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\langle 1\rangle & \left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle \\
\left(\frac{1}{2}, \frac{1}{2}\right) & \left(\tau_{F}\right)
\end{array}\right\}_{\left(\tau_{1}, \tau_{2}\right)}^{2} \tag{7.7}
\end{align*}
$$

where $\left(\tau_{F}\right) L_{F}=(0) 0$ for $j=\frac{1}{2}$ transfer and $\left(\tau_{F}\right) L_{F}=(1) 2$ for $j=\frac{3}{2}, \frac{5}{2}$ transfer. Simple predictions for the neutron transfer can now be obtained from Eq. (7.7) and Table VII.

Finally, it should be noted that the chains (2.1) and (2.5) define a different basis, and hence, in general states in both classification schemes do not coincide. The transformation matrix between the two bases is an $O$ (6) Racah coefficient multiplied by a $U(6) \supset O(6) G C C$, i.e.,

$$
\begin{align*}
& U\left(\left\langle\sigma_{B}\right\rangle\langle 1\rangle\left\langle\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle ;\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle\left\langle\tilde{\sigma}_{1}, \frac{1}{2}, \frac{1}{2}\right\rangle\right) \\
& \quad \times\left\langle\begin{array}{l}
{[N][1] \left\lvert\,\left[\begin{array}{l}
1, \\
\left\langle N_{B},\right. \\
\hline
\end{array}\right\rangle\langle 1\rangle\right.} \\
\left\langle\bar{\sigma}_{1}, \bar{\sigma}_{2}\right\rangle
\end{array}\right) . \tag{7.8}
\end{align*}
$$

For the lowest states of ${ }^{198} \mathrm{Au}$ shown in Ref. 16, this transformation matrix reduces to unity and such states do coincide in both schemes. Specifically, this is true for states with $\left\langle\sigma_{1}, \sigma_{2}, \frac{1}{2}\right\rangle=\left\langle N+\frac{3}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle$ and $\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle$, the correspondence being given by

$$
\begin{align*}
& \left|[N+1]\langle N+1\rangle\left\langle N+\frac{3}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \\
& \quad \equiv\left|\langle N\rangle\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle N+\frac{3}{2}, \frac{1}{2} \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle  \tag{7.9a}\\
& \left|[N, 1]\langle N, 1\rangle\left\langle N+\frac{1}{2}, \frac{3}{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \\
& \quad \equiv\left|\langle N\rangle\left\langle N+\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right\rangle\left\langle N+\frac{1}{2}, \frac{3}{2}, \frac{1}{2}\right\rangle\left(\tau_{1}, \tau_{2}\right) J L M\right\rangle \tag{7.9b}
\end{align*}
$$

where the wave functions on the left-hand side are classified according to Eq. (2.2) and the ones on the right-hand side according to Eq. (2.6).
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#### Abstract

A several-particle system is called a molecule in the Born-Oppenheimer approximation. The nonrigidity of molecules involves difficulty in molecular dynamics. Guichardet [A. Guichardet, Ann. Inst. H. Poincaré 40, 329 (1984)] showed recently that the vibration motion cannot in general be separated from the rotation motion, by using the connection theory in differential geometry. The point of his theory is the observation that a center-of-mass system is made into a principal fiber bundle with rotation group as the structure group, and is equipped with a connection by the Eckart condition of rotationless constraint. The base manifold of this bundle is called the internal space. The fact that the connection has nonvanishing curvature gives rise to the nonseparability of vibration from rotation. This is a mathematical meaning of nonrigidity of molecules. As an application of the connection theory due to Guichardet, this paper establishes a gauge theory for nonrigid molecules on the basis of the observation that the vector bundle associated with the principal fiber bundle (the center-of-mass system) provides a setting for quantum mechanics of the "internal" molecular motion. The interest, however, centers on planar triatomic molecules in order to put forward the gauge theory in an explicit manner. The conclusion is this: The internal space of a planar triatomic molecule is diffeomorphic with $\mathbf{R}^{\mathbf{3}}-\{0\}$, and endowed with Dirac's monopole field which may be interpreted as a Coriolis field induced by the rotation. The angular momentum eigenvalues, which are twice the quantized monopole strengths, assign the complex line bundles over the internal space. The internal states of the molecule are described as the cross sections of the complex line bundle, on which the internal Hamiltonian operator acts in minimally coupling with the monopole field.


## I. INTRODUCTION

In this paper, a molecule means a system of particles or atomic nuclei in the Born-Oppenheimer approximation. The quantum mechanics of molecules has been studied by the use of the Eckart frame. ${ }^{1}$ However, the Eckart Hamiltonian is interpreted as valid in the vicinity of the equilibrium nuclear position. If one wishes to study molecular motions far from the equilibrium nuclear position, one must become involved with the difficulty in separating off rotation from vibration.

It is Guichardet ${ }^{2}$ who proved that the rotation motion cannot be separated from the vibration motion on the basis of the connection theory in differential geometry. The point of his proof is the observation that the center-of-mass system is made into a principal fiber bundle with rotation group as the structure group, and is equipped with a connection by the Eckart condition of rotationless constraint. The base manifold of this principal fiber bundle is called the internal space.

The connection theory fits mechanics of many-body systems. Indeed, the connection form due to Guichardet is expressed as a differential one-form which is associated only with the total angular momentum and the inertia tensor. Thus the Eckart condition is expressed in terms of the connection form. The nonintegrability of the Eckart condition is then measured by the curvature two-form defined as the "covariant" derivative of the connection form. Through the connection theory, the rotation, vibration, and internal motion of the molecule are rigorously realized. The vibration is
not equal to the internal motion, while it induces the internal motion. Guichardet's conclusion of the nonseparability of rotation and vibration is stated as follows: Performing a purely vibrational motion, a molecule can, at the end of a finite time, come to a final configuration which is deduced from the initial one by an arbitrary pure rotation.

On the basis of Guichardet's observation, the present author ${ }^{3}$ showed that a moving frame, called the Eckart frame, exists relative to which the molecule moves without rotation, but it depends on a choice of the molecular motion and is not unique for any molecular configuration. For this reason, the Eckart frame is not suitable for describing motions of nonrigid molecules in quantum as well as classical mechanics.

The purpose of this paper is to establish quantum mechanics of nonrigid molecules as a gauge theory. The point is the idea that the complex vector bundle associated with the center-of-mass system is a quantum-mechanical arena for internal molecular dynamics. The introduction of the complex vector bundle is a geometric consequence of the conservation of the total angular momentum. For planar molecules this idea is explained easily as follows: Since the rotation group $\mathrm{SO}(2)$ acts on the center-of-mass system for the planar molecule, wave functions on the center-of-mass system are expanded into Fourier series in the rotation angle, expansions in the eigenfunctions of the angular momentum operator. Each Fourier coefficient then might be considered as a function of internal coordinates, which describes the internal state of the molecule with the assigned angular momentum eigenvalue. However, as the center-of-mass system
does not decompose into a product space of the space of the rotation angles ( $\simeq S^{1}$ ) and the internal space, the Fourier coefficient is not a globally defined function on the internal space. Since a plural number of product spaces of $S^{1}$ and an open subset of the internal space may cover the center-ofmass system, from the Fourier series of the wave function restricted on each product space one can get a collection of locally defined wave functions on open subsets in the internal space. These local functions are pieced together through gauge transformations. Geometrically speaking, the local functions pieced together are identified with a cross section in a complex line bundle over the internal space. The cross sections in the complex line bundle thus describe the internal states of the planar molecule with the prescribed angular momentum eigenvalue. If the eigenvalue is zero, the complex line bundle becomes trivial, that is, the total space of the bundle becomes a product space of the internal space and the complex line $\mathbb{C}$, so that the sections in this case are nothing but the functions on the internal space. For the molecules in the space, complex vector bundles are used in place of the complex line bundle.

The internal Hamiltonian operator for the internal motions of the planar molecule may be derived from that acting on wave functions of the center-of-mass system. In fact, operating each term of the Fourier series with the Hamiltonian on the center-of-mass system, one can get a local expression of the internal Hamiltonian operator acting on local functions on the internal space. In order to get a global expression, one must pass to the complex line bundle. To look into the internal Hamiltonian operator, a certain kind of firstorder differential operator is worth mentioning. The derivative of each term of the Fourier series in the direction of a vibrational vector gives rise to a locally defined first-order differential operator on the internal space, which may be interpreted as expressing the minimal coupling of the internal motion with some magnetic field on the internal space. This first-order operator can be defined rigorously as a covariant derivation in the complex line bundle.

The above idea is summed up in terms of the bundle theory as follows: The complex line bundle, which is assigned by the eigenvalue of the angular momentum operator, is endowed with a linear connection (or a covariant derivation) from the connection of Guichardet on the center-ofmass system. The curvature of the linear connection is interpreted as a magnetic field on the internal space. The covariant derivation describes the minimal coupling of internal motions with the magnetic field. The internal Hamiltonian operator can be expressed globally in terms of the covariant derivation. Thus one can picture that the rotation induces on the internal space the magnetic field with which the internal motion is minimally coupled.

The interest of this article, however, centers on the planar triatomic molecules in order to put forward the gauge theory in an explicit manner. For physical intuition to the fiber bundle theory, Nash and Sen ${ }^{4}$ and Eguchi, Gilkey, and Hanson ${ }^{5}$ are helpful. The organization of this article is outlined in the following way.

Section II is concerned with the center-of-mass system for the planar triatomic molecule. It is shown that the center-
of-mass system is made into a principal fiber bundle $\dot{\mathbf{R}}^{4} \rightarrow \dot{\mathbf{R}}^{3}$ with the structure group $S O$ (2), where the superscript dot means that the origin $\mathbf{O}$ is gotten rid of. This fiber bundle is closely related with the Hopf fibering $S^{3} \rightarrow S^{2}$. The connection defined by the Eckard condition is constructed, and its curvature is calculated to be Dirac's monopole field on $\dot{\mathbf{R}}^{3}$, the internal space.

Section III shows that the complex line bundle associated with the principal fiber bundle $\dot{\mathbb{R}}^{4} \rightarrow \dot{\mathbb{R}}^{3}$ is an arena for quantum mechanics for the internal motion of planar triatomic molecules. The eigenvalues of the total angular momentum operator assign these complex line bundles. The linear connection and its curvature induced from those on the cen-ter-of-mass system are discussed. The curvature proves to define, on the internal space Dirac's monopole field of a quantized strength, half the eigenvalue of the angular momentum operator. The linear connection (or covariant derivation) shows that the internal motion is minimially coupled with the monopole field. Gauge transformations for local cross sections are discussed with introducing local coordinate systems.

Section IV is devoted to the internal Hamiltonian operator by which the internal motion is governed. This operator, acting on cross sections in the complex line bundle, is shown to be quadratic in the covariant derivation operator and to contain a centrifugal potential. Thus one understands how the rotation affects the internal motion. Local expressions are also given in the coordinates introduced in Sec. III.

The internal Hamiltonian operators for multiatomic molecules in $\mathbb{R}^{3}$ are given in Ref. 6 only for zero total angular momentum eigenvalue without reference to the geometry of complex vector bundles in the large.

## II. THE CENTER-OF-MASS SYSTEM AS A PRINCIPAL FIBER BUNDLE

## A. Settings on the center-of-mass system

Let $y_{1}, y_{2}, y_{3}$ be position vectors of particles in $\mathbf{R}^{2}$ with masses $m_{1}, m_{2}, m_{3}$, respectively. The components of $y_{k}$ will be denoted by ( $y_{k}^{j}$ ), $j=1,2$. The configuration space of a molecule, the system of particles, is the linear space of all the triples ( $y_{1}, y_{2}, y_{3}$ );

$$
\begin{equation*}
Q_{0}=\left\{y=\left(y_{1}, y_{2}, y_{3}\right) ; y_{k} \in \mathbb{R}^{2}\right\} \tag{2.1}
\end{equation*}
$$

We equip $Q_{0}$ with the inner product

$$
\begin{equation*}
K(x, y)=\sum_{k=1}^{3} m_{k}\left(x_{k} \mid y_{k}\right) \tag{2.2}
\end{equation*}
$$

where the parentheses denote the standard inner product in $\mathbb{R}^{2}$.

The rotation group $S O$ (2) acting on $\mathbb{R}^{2}$ acts also on $Q_{0}$ in a natural manner;

$$
\begin{equation*}
y=\left(y_{1}, y_{2}, y_{3}\right) \rightarrow g y=\left(g y_{1}, g y_{2}, g y_{3}\right) . \tag{2.3}
\end{equation*}
$$

The center-of-mass system $Q$ is the linear subspace of $Q_{0}$ defined by

$$
\begin{equation*}
Q=\left\{y \in Q_{0} ; \sum_{k=1}^{3} m_{k} y_{k}=0\right\} \tag{2.4}
\end{equation*}
$$

Since the condition $\Sigma m_{k} y_{k}=0$ is invariant under the

SO (2) action, $Q$ admits the $\mathbf{S O}$ (2) action, too. The induced inner product on $Q$ will be also denoted by the same letter $K$.

To express the action of $\mathrm{SO}(2)$ on $Q_{0}$ in a simple matrix form, we introduce a nice orthonormal system in $Q_{0}$ as follows.

Proposition 1: Let $e_{1}$ and $e_{2}$ be the standard basis in $\mathbb{R}^{2}$. Then the following triples constitute an orthonormal system in $Q_{0}$ with respect to the inner product $K$ :

$$
\begin{align*}
& c_{1}=N_{0}\left(e_{1}, e_{1}, e_{1}\right),  \tag{2.5a}\\
& c_{2}=N_{0}\left(e_{2}, e_{2}, e_{2}\right) ; \\
& f_{0}=N_{1}\left(m_{3} e_{1}, 0,-m_{1} e_{1}\right), \\
& f_{1}=N_{1}\left(m_{3} e_{2}, 0,-m_{1} e_{2}\right),  \tag{2.5b}\\
& f_{2}=N_{2}\left(-m_{2} e_{1},\left(m_{1}+m_{3}\right) e_{1},-m_{2} e_{1}\right), \\
& f_{3}=N_{2}\left(-m_{2} e_{2},\left(m_{1}+m_{3}\right) e_{2},-m_{2} e_{2}\right) ;
\end{align*}
$$

where $N_{k}, k=1,2,3$, are the normalization constants given, respectively, by

$$
\begin{align*}
& N_{0}=\left(m_{1}+m_{2}+m_{3}\right)^{-1 / 2} \\
& N_{1}=\left(m_{1} m_{3}\left(m_{1}+m_{3}\right)\right)^{-1 / 2}  \tag{2.6}\\
& N_{2}=\left(m_{2}\left(m_{1}+m_{3}\right)\left(m_{1}+m_{2}+m_{3}\right)\right)^{-1 / 2}
\end{align*}
$$

Proof: To verify that (2.5) is an orthonormal system is a matter of calculation. The vectors $f_{k}, k=0, \ldots, 3$, and $c_{j}$, $j=1,2$, form an orthonormal basis in $Q$ and $Q^{\perp}$, the orthogonal complement of $Q$, respectively.

The vectors $f_{k}$ are special configurations of the molecule in the center of mass system. (See Fig. 1.)

Proposition 2: Let $g \in \operatorname{SO}$ (2);

$$
g(t)=\left(\begin{array}{cc}
\cos t & -\sin t  \tag{2.7}\\
\sin t & \cos t
\end{array}\right)
$$

Then the action of $\mathrm{SO}(2)$ on $Q$ is expressed with respect to the basis $\left\{f_{k}\right\}$ in the form

$$
\left(\begin{array}{ll}
g(t) &  \tag{2.8}\\
& g(t)
\end{array}\right)
$$

where the missing matrix entries are all zero. The action on


FIG. 1. Configurations corresponding to the orthonormal basis $f_{k}$.
$Q$ is expressed in the same form as (2.7) with respect to the basis $\left\{c_{j}\right\}$.

Proof: Computing $K\left(g f_{j}, f_{k}\right)$ to get the coefficients of $g f_{j}=\Sigma a_{k j} f_{k}$ results in (2.8). This ends the proof.

It is of practical importance to understand what the orthonormal system (2.5) means for the molecular configuration. Let $B$ denote the center-of-mass vector;

$$
\begin{align*}
B & =\sum_{k=1}^{3} m_{k} y_{k}\left(\sum_{k=1}^{3} m_{k}\right)^{-1} \\
& =\sum_{j=1}^{2} B^{j} e_{j} \tag{2.9}
\end{align*}
$$

Then any triple $y=\left(y_{1}, y_{2}, y_{3}\right)$ in $Q_{0}$ is put into the usual decomposition

$$
\begin{equation*}
\left(y_{1}, y_{2}, y_{3}\right)=\left(x_{1}, x_{2}, x_{3}\right)+(B, B, B) \tag{2.10}
\end{equation*}
$$

where $x=\left(x_{1}, x_{2}, x_{3}\right)$ is in $Q$. The basis vectors $c_{j}, j=1,2$, are related with $(B, B, B)$ by

$$
\begin{equation*}
(B, B, B)=\sum_{j=1}^{2} \frac{B^{j} c_{j}}{N_{0}} \tag{2.11}
\end{equation*}
$$

where $N_{0}$ is the normalization constant given in (2.6). The triple $x=\left(x_{1}, x_{2}, x_{3}\right)$ is of course expressed in terms of the basis vectors $f_{k}, k=0, \ldots, 3$ :

$$
\begin{equation*}
x=\sum_{k=0}^{3} \xi^{k} f_{k} \tag{2.12}
\end{equation*}
$$

Put another way, any configuration of the molecule is expressed as a linear combination of specified configurations $f_{k}$.

Corollary 3: The sextuplet $\left(B^{j} / N_{0}, \xi^{k}\right), j=1,2$, $k=0, \ldots, 3$, serve as the Cartesian coordinates in $\boldsymbol{Q}_{0}$.

Proof: This is clear from (2.11) and (2.12):
To simplify notations, we introduce in $\mathbf{R}^{2}$ the complex vector space structure by setting

$$
\begin{equation*}
z_{k}=\left(x_{k} \mid e_{1}\right)+i\left(x_{k} \mid e_{2}\right), \quad k=1,2,3 \tag{2.13}
\end{equation*}
$$

Then we obtain, after a simple calculation,

$$
\begin{aligned}
\xi^{0}+i \xi^{1} & =\left(\frac{m_{1} m_{3}}{m_{1}+m_{3}}\right)^{1 / 2}\left(z_{1}-z_{3}\right) \\
\xi^{2}+i \xi^{3} & =\left(\frac{m_{2}\left(m_{1}+m_{3}\right)}{m_{1}+m_{2}+m_{3}}\right)^{1 / 2}\left(z_{2}-\frac{m_{1} z_{1}+m_{3} z_{3}}{m_{1}+m_{3}}\right)
\end{aligned}
$$

Thus any vector in $Q \cong \mathbb{R}^{4}$ can be treated as a pair of complex variables which are closely related with the Jacobi vectors frequently used in the multiparticle system. ${ }^{7}$ Moreover, a straightforward calculation yields

$$
\begin{equation*}
\sum_{k=1}^{3} m_{k}\left|z_{k}\right|^{2}=\sum_{j=0}^{3}\left(\xi^{j}\right)^{2}=K(x, x), \tag{2.15}
\end{equation*}
$$

that is, $K(x, x)$ is equal to the moment of inertia of the molecule.

## B. The principal fiber bundle

We now proceed to a geometry of the center-of-mass system $Q$. From (2.8) it follows that the $\mathbf{S O}$ (2) action on $Q$ is free if the origin is gotten rid of. Further, from (2.14) we see that the origin corresponds to the triple collision of the particles. By $\dot{Q}$ we mean the $\boldsymbol{Q}$ whose origin is excluded.

Then $\dot{Q}$ is diffeomorphic with $\dot{\mathbf{R}}^{4}:=\mathbf{R}^{4}-\{0\}$. We now show the following theorem.

Theorem 4: The center-of-mass system $Q$ without the origin is made into a principal fiber bundle with structure group $\mathrm{SO}(2) ; \pi: \dot{Q} \simeq \dot{\mathbf{R}}^{4} \rightarrow M \simeq \dot{\mathbf{R}}^{3}, M:=\dot{Q} / \mathrm{SO}(2)$.

Proof: Following Greub and Petry, ${ }^{8}$ we introduce in $Q$ the structure of the quaternion algebra by setting

$$
\begin{align*}
& f_{1} f_{2}=f_{3}, \quad f_{0} f_{j}=f_{j} f_{0}=f_{j}  \tag{2.16}\\
& f_{0}^{2}=-f_{j}^{2}=f_{0}, \quad j=1,2,3
\end{align*}
$$

The conjugate of a quaternion $x=\xi^{0} f_{0}+\Sigma_{j=1}^{3} \xi^{j} f_{j}, \xi^{0}$, $\xi^{j} \in \mathbf{R}$, is defined by

$$
\begin{equation*}
\bar{x}=\xi^{0} f_{0}-\sum_{j=1}^{3} \xi^{j} f_{j} \tag{2.17}
\end{equation*}
$$

Set

$$
\begin{equation*}
\epsilon(t)=f_{0} \cos t+f_{1} \sin t \tag{2.18}
\end{equation*}
$$

Then the $S O(2)$ action on $Q$, given by (2.8), is written as the left action;

$$
\begin{equation*}
x \rightarrow \epsilon(t) x . \tag{2.19}
\end{equation*}
$$

Since $\overline{\epsilon(t)} f_{1} \epsilon(t)=f_{1}$, invariants under the left action (2.19) are obtained as

$$
\begin{align*}
\bar{x} f_{1} x= & \left(\left(\xi^{0}\right)^{2}+\left(\xi^{1}\right)^{2}-\left(\xi^{2}\right)^{2}-\left(\xi^{3}\right)^{2}\right) f_{1} \\
& +2\left(-\xi^{0} \xi^{3}+\xi^{1} \xi^{2}\right) f_{2}+2\left(\xi^{0} \xi^{2}+\xi^{1} \xi^{3}\right) f_{3} \tag{2.20}
\end{align*}
$$

On setting

$$
\begin{equation*}
\pi(x)=\bar{x} f_{1} x=\sum_{k=1}^{3} w^{k} f_{k}, \quad x \in \dot{Q} \tag{2.21}
\end{equation*}
$$

one has the projection $\pi: \dot{\boldsymbol{Q}} \rightarrow \dot{\mathbf{R}}^{3}$ together with

$$
\begin{equation*}
\left(\sum_{j=0}^{3}\left(\xi^{j}\right)^{2}\right)^{2}=\sum_{k=1}^{3}\left(w^{k}\right)^{2} \tag{2.22}
\end{equation*}
$$

Here we have identified $\mathbb{R}^{3}$ with the linear subspace spanned by $f_{k}, k=1,2,3$. Thus if $x$ is restricted on $S^{3} \subset \mathbb{R}^{4}, \pi$ becomes the very Hopf mapping: $S^{3} \rightarrow S^{2}$ (Ref. 5). This ends the proof.

The quaternion structure was also used by Satzer, Jr. ${ }^{9}$ and Meyer ${ }^{10}$ for the planar three-body problem.

The base manifold $M=\dot{Q} / \mathbf{S O}$ (2), diffeomorphic with $\dot{\mathbf{R}}^{3}$, is called the internal space, which is so to speak the set of all molecule forms independent of their position in $\mathbf{R}^{2}$. The coordinate system ( $w^{k}$ ) is an internal coordinate system; the bond lengths and valence angles are expressible as functions of $w^{k}$.

## C. The connection and curvature

As was stated in Sec. I, the Eckart condition is closely related with the geometric concept of connection and curvature. For rigorous analysis of the Eckart condition, we have to start with the definition of rotational and vibrational vectors. From (2.19) we have the fundamental vector field ${ }^{11} F$, the infinitesimal generator of the $\mathbf{S O}(2)$ action on $\dot{Q}$, as

$$
\begin{equation*}
F_{x}=\dot{\epsilon}(0) x=f_{1} x, \quad x \in \dot{Q}, \tag{2.23}
\end{equation*}
$$

where $\dot{\epsilon}(t)$ denotes the derivative of $\epsilon(t)$ with respect to $t$. In
the coordinates $\left(\xi^{j}\right)$ one has
$F=-\xi^{1} \frac{\partial}{\partial \xi^{0}}+\xi^{0} \frac{\partial}{\partial \xi^{1}}-\xi^{3} \frac{\partial}{\partial \xi^{2}}+\xi^{2} \frac{\partial}{\partial \xi^{3}}$,
where $f_{k}$ are naturally identified with $\partial / \partial \xi^{k}$. According to Guichardet, ${ }^{2}$ the vector field $F$ is called rotational (or vertical ${ }^{11}$ ), and the vector fields $Y$ orthogonal to $F$ are called vibrational (or horizontal ${ }^{8.11}$ );

$$
\begin{equation*}
K_{x}\left(Y_{x}, F_{x}\right)=0, \quad x \in \dot{Q} \tag{2.25}
\end{equation*}
$$

where $K_{x}$ is the inner product naturally induced in the tangent space $T_{x}(\dot{Q})$. We choose the vibrational vector fields $V_{k}, k=1,2,3$, as follows:
$V_{1}(x)=-f_{1} x f_{1}=\xi^{0} f_{0}+\xi^{1} f_{1}-\xi^{2} f_{2}-\xi^{3} f_{3}$,
$V_{2}(x)=-f_{1} x f_{2}=-\xi^{3} f_{0}+\xi^{2} f_{1}+\xi^{1} f_{2}-\xi^{0} f_{3}$,
$V_{3}(x)=-f_{1} x f_{3}=\xi^{2} f_{0}+\xi^{3} f_{1}+\xi^{0} f_{2}+\xi^{1} f_{3}$.
The linear subspace $W_{x, \text { vib }}$ of $T_{x}(\dot{Q})$ spanned by all the vibrational vectors at $x$ is called the vibrational subspace. The assignment of the vibrational subspace to $x$ gives the connection on $\dot{Q}$ which Guichardet defined, ${ }^{2}$ and is equivalent to that analyzed by Greub and Petry. ${ }^{8}$

Theorem 5: The connection form $\omega$ is given by
$\omega=\|\xi\|^{-2}\left(-\xi^{1} d \xi^{0}+\xi^{0} d \xi^{1}-\xi^{3} d \xi^{2}+\xi^{2} d \xi^{3}\right)$,
where

$$
\|\xi\|^{2}=\sum_{j=0}^{3}\left(\xi^{j}\right)^{2}
$$

Proof: We identify so(2), the Lie algebra of SO (2), with R. A calculation gives

$$
\begin{equation*}
\omega(F)=1, \quad \omega\left(V_{k}\right)=0, \quad k=1,2,3 \tag{2.28}
\end{equation*}
$$

Thus, by definition, ${ }^{11} \omega$ is the connection form.
It is to be remarked that $\|\xi\|^{2}$ is equal to the moment of inertia. Thus from (2.27) and (2.28) we see that the $\omega$ is a one-form associated only with the moment of inertia and the angular momentum. The Eckart condition of rotationless constraint is then equivalent to the differential equation $\omega=0$. However, this equation is not completely integrable. ${ }^{12}$ That is to say, there do not exist submanifolds of the center-of-mass system on which every motion is vibrational, i.e., the tangent vector of the motion is a vibrational vector. The nonintegrability is closely related with the nonseparability of rotation and vibration, as will be discussed below.

The tangent map $\pi_{*}$ of the projection $\pi: \dot{Q} \rightarrow M$ provides an isomorphism of $W_{x, \text { vib }}$ onto $T_{\pi(x)}(M)$, so that the vibrational vector fields on $Q$ are in one-to-one correspondence with vector fields on $M$. Let $X$ be a vector field on $M$. Then a unique horizontal (or vibrational) vector field $X^{*}$ satisfying $\pi_{*} X_{x}^{*}=X_{\pi(x)}$ is called the horizontal lift of $X$. Now, using the definition of $\pi_{*}$ together with (2.26), we obtain

$$
\begin{equation*}
\pi_{*} V_{k}=2 \sum_{j=0}^{3}\left(\xi^{j}\right)^{2} \frac{\partial}{\partial w^{k}}, \quad k=1,2,3 \tag{2.29}
\end{equation*}
$$

Put another way, $\frac{1}{2}\|\xi\|^{-2} V_{k}$ is the horizontal lift of $\partial / \partial w^{k}$;

$$
\begin{equation*}
\left(\frac{\partial}{\partial w^{k}}\right)^{*}=\frac{1}{2}\|\xi\|^{-2} V_{k}, \quad k=1,2,3 \tag{2.30}
\end{equation*}
$$

The Lie brackets of these horizontal lifts are calculated in a straightforward manner to give

$$
\begin{equation*}
\left[\left(\frac{\partial}{\partial w^{1}}\right)^{*},\left(\frac{\partial}{\partial w^{2}}\right)^{*}\right]=-\frac{1}{2}\|\xi\|^{-6} w^{3} F \quad \text { (cycl. perm.) } \tag{2.31}
\end{equation*}
$$

These equations are worth noticing; infinitesimal vibrations are coupled to give rise to an infinitesimal rotation. This is a reason why the vibration cannot be separated from the rotation. Equations (2.31) also mean that the equation $\omega=0$ is not completely integrable (Frobenius' theorem). ${ }^{12}$ The nonintegrability leads to the curvature form.

Let $\Omega$ be the curvature form of the connection $\omega$. Then for vibrational (or horizontal) vector fields $U$ and $V$ one has the formula ${ }^{11}$

$$
\begin{equation*}
\Omega(U, V)=-\omega([U, V]) \tag{2.32}
\end{equation*}
$$

[In Ref. 11, one finds the formula $\Omega(U, V)$ $=-\frac{1}{2} \omega([U, V])$, but the factor $\frac{1}{2}$ depends on a choice of the definition of exterior products.]

Theorem 6: The curvature form defines a magnetic monopole field on the internal space $M$;

$$
\begin{align*}
\Omega= & \frac{1}{2}\|w\|^{-3}\left(w^{3} d w^{1} \wedge d w^{2}+w^{1} d w^{2} \wedge d w^{3}\right. \\
& \left.+w^{2} d w^{3} \wedge d w^{1}\right) \tag{2.33}
\end{align*}
$$

where ( $w^{k}$ ) are given by (2.20) and (2.21), and $\|w\|$ $=\left(\Sigma_{k=1}^{3}\left(w^{k}\right)^{2}\right)^{1 / 2}=\|\xi\|^{2}$.

Proof: Since $\Omega$ is a tensorial two-form ${ }^{11}$ (i.e., vanishes for any rotational vector field), and invariant under the $\mathbf{S O}$ (2) action [note that $\mathbf{S O}$ (2) is Abelian], it defines a twoform on $M$. We denote it by the same letter $\Omega$. From (2.28), (2.31), and (2.32), we obtain (2.33).

## D. The induced metric on $M$

Since the inner product $K$ on $Q$ is invariant under SO(2), it projects to a metric on $M$ through $\pi$. For vector fields $X$ and $Y$ on $M$, one has unique horizontal lifts $X^{*}$ and $Y^{*}$, respectively; $\pi_{*} X_{x}^{*}=X_{\pi(x)}$, etc. The induced metric $B$ on $M$ is then defined by

$$
\begin{equation*}
B_{\pi(x)}(X, Y)=K_{x}\left(X^{*}, Y^{*}\right) \tag{2.34}
\end{equation*}
$$

Theorem 7: The internal space $M$ is endowed with the metric

$$
\begin{equation*}
\frac{1}{4}\|w\|^{-1}\left(\left(d w^{1}\right)^{2}+\left(d w^{2}\right)^{2}+\left(d w^{3}\right)^{2}\right) \tag{2.35}
\end{equation*}
$$

Proof: Applying (2.30) and (2.34) to $\partial / \partial w^{k}, k=1,2,3$, we obtain

$$
\begin{equation*}
B_{\pi(x)}\left(\frac{\partial}{\partial w^{k}}, \frac{\partial}{\partial \omega^{j}}\right)=\frac{\delta_{k j}}{4\|w\|} \tag{2.36}
\end{equation*}
$$

This ends the proof.
Note that this metric is a generalization of Wilson's $G^{-1}$ matrix. ${ }^{13}$ Since $\Sigma_{k=1}^{3}\left(d w^{k}\right)^{2}$ is considered as the standard flat metric on $\dot{\mathbb{R}}^{3} \simeq M$, the internal space is a conformally flat Riemannian manifold.

## E. Local description of the connection and curvature

In what follows we give a local description of the connection and curvature we have discussed so far. We intro-


FIG. 2. Angle variables $\psi$ and $\phi$. The arrowed lines connected by broken lines represent an SO (2) orbit of a point, a circle.
duce the curvilinear coordinates ( $r, \theta, \phi, \psi$ ) in $\dot{Q}$ by

$$
\begin{align*}
& \xi^{0}+i \xi^{1}=\sqrt{r} \cos (\theta / 2) \exp (i[(\psi+\phi) / 2])  \tag{2.37}\\
& \xi^{2}+i \xi^{3}=\sqrt{r} \sin (\theta / 2) \exp (i[(\psi-\phi) / 2])
\end{align*}
$$

where

$$
\begin{aligned}
& r>0, \quad 0 \leqslant \theta \leqslant \pi, \quad 0 \leqslant(\psi+\phi) / 2 \leqslant 2 \pi \\
& -\pi \leqslant(\psi-\phi) / 2 \leqslant \pi
\end{aligned}
$$

The action of $\mathrm{SO}(2)$ on $\dot{Q}$ is then expressed as

$$
\begin{equation*}
\left(\xi^{0}+i \xi^{1}, \xi^{2}+i \xi^{3}\right) \rightarrow\left(e^{i t}\left(\xi^{0}+i \xi^{1}\right), e^{i t}\left(\xi^{2}+i \xi^{3}\right)\right) \tag{2.38}
\end{equation*}
$$

or

$$
\begin{equation*}
\psi \rightarrow \psi+2 t \text { and the others fixed. } \tag{2.39}
\end{equation*}
$$

Then $\psi / 2$ is the rotation angle of the "frozen" molecule from an assigned position. (See Fig. 2.)

It is of interest to note how the coordinates other than $\psi$ are related to the Jacobi vectors (2.14). From (2.14) and (2.37), it follows that

$$
\begin{align*}
& \left(\frac{m_{1} m_{3}}{m_{1}+m_{3}}\right)^{1 / 2}\left|z_{1}-z_{3}\right|=\sqrt{r} \cos \frac{\theta}{2} \\
& \left(\frac{m_{2}\left(m_{1}+m_{3}\right)}{m_{1}+m_{2}+m_{3}}\right)^{1 / 2}\left|z_{2}-\frac{m_{1} z_{1}+m_{3} z_{3}}{m_{1}+m_{3}}\right|=\sqrt{r} \sin \frac{\theta}{2} . \tag{2.40}
\end{align*}
$$

The $\phi$ is the angle made by two Jacobi vectors. Moreover, the moment of inertia is equal to $r$ from (2.15) and (2.37). (See Fig. 3.)

From the definition of $\left(w^{k}\right)$, we have

$$
\begin{align*}
& w^{1}=r \cos \theta \\
& w^{2}=r \sin \theta \sin \phi  \tag{2.41}\\
& w^{3}=r \sin \theta \cos \phi
\end{align*}
$$

where

$$
r>0, \quad 0 \leqslant \theta \leqslant \pi, \quad 0 \leqslant \phi \leqslant 2 \pi
$$

Put another way, the spherical coordinates in $\mathbf{R}^{3}$ serve as internal coordinates for the planar triatomic molecule.


FIG. 3. Jacobi vectors and the angle variables $\psi$ and $\phi$.

It is a key to understanding internal motions to get an idea of the topology of the principal fiber bundle $\pi: \dot{Q} \rightarrow M$. While $\dot{Q}$ is not a product space $M \times S^{1}, S^{1} \cong \mathrm{SO}(2), \dot{Q}$ can be covered by two pieces of product spaces. To see this, we consider the subsets $D_{+}$and $D_{-}$of $M$ which consist of points such that $\theta \neq \pi$ and $\theta \neq 0$, respectively. Then $\dot{Q}$ is covered by $\pi^{-1}\left(D_{+}\right)$and $\pi^{-1}\left(D_{-}\right)$. We define in turn the local cross sections $\gamma_{+}: D_{+} \rightarrow \dot{Q}$ and $\gamma_{-}: D_{-} \rightarrow \dot{Q}$ by
$\gamma_{+}:\left\{\begin{array}{l}\xi^{0}+i \xi^{1}=\sqrt{r} \cos (\theta / 2), \\ \xi^{2}+i \xi^{3}=\sqrt{r} \sin (\theta / 2) e^{-i \phi},\end{array} \quad\right.$ on $D_{+}(\theta \neq \pi)$,
$\gamma_{-}:\left\{\begin{array}{l}\xi^{0}+i \xi^{1}=\sqrt{r} \cos (\theta / 2) e^{i \phi}, \quad \text { on } D_{-}(\theta \neq 0) . . . . ~ . ~ . ~ \\ \xi^{2}+i \xi^{3}=\sqrt{r} \sin (\theta / 2),\end{array}\right.$

By the use of these sections, $\pi^{-1}\left(D_{+}\right)$and $\pi^{-1}\left(D_{-}\right)$turn out to be product spaces; $\pi^{-1}\left(D_{+}\right) \cong D_{+} \times S^{1}$ and $\pi^{-1}\left(D_{-}\right) \cong D_{-} \times S^{1}$. In fact, every point of $\pi^{-1}\left(D_{ \pm}\right)$is expressed as $e^{i t} \gamma_{ \pm}(p), p \in D_{ \pm}$, where the product $e^{i t} \gamma_{ \pm}(p)$ denotes a short form of the $\mathrm{SO}(2) \cong \mathrm{U}(1)$ action (2.38). Setting $t=(\psi+\phi) / 2$ in $\pi^{-1}\left(D_{+}\right)[$resp. $t=(\psi-\phi) / 2$ in $\left.\pi^{-1}\left(D_{-}\right)\right]$, we recover the coordinates given by (2.37). Briefly speaking, local sections $\gamma_{+}$and $\gamma_{-}$are defined locally in $\dot{Q}$ by $\psi+\phi=0$ and $\psi-\phi=0$, respectively.

We proceed to the connection and curvature forms. A straightforward calculation using (2.27), (2.33), (2.37), and (2.41) results in

$$
\begin{align*}
& \omega=\frac{1}{2}(d \psi+\cos \theta d \phi)  \tag{2.43}\\
& \Omega=d \omega=-\frac{1}{2} \sin \theta d \theta \wedge d \phi \tag{2.44}
\end{align*}
$$

Using (2.42) and (2.43), we obtain the local description of $\omega$ as follows:

$$
\begin{align*}
& \gamma_{+}^{*} \omega=\frac{1}{2}(-1+\cos \theta) d \phi, \quad \text { on } D_{+},  \tag{2.45a}\\
& \gamma_{-}^{*} \omega=\frac{1}{2}(1+\cos \theta) d \phi, \quad \text { on } D_{-}, \tag{2.45b}
\end{align*}
$$

where the superscript asterisk indicates the pullback. These are gauge potentials of the monopole field $\Omega$. Their gauge transformation is then given by

$$
\begin{equation*}
r_{+}^{*} \omega-\gamma^{*} \omega=-d \phi, \quad \text { on } D_{+} \cap D_{-} . \tag{2.46}
\end{equation*}
$$

This type of gauge transformation was effectively used for the monopole field by Wu and Yang. ${ }^{14}$

## F. Remarks on classical mechanics of planar molecules

Classical mechanics for nonrigid molecules was established in Ref. 3 in the Hamiltonian formalism. Following that paper, we make some remarks on classical mechanics for planar triatomic molecules. The phase space, to begin with, is the cotangent bundle $T^{*}(\dot{Q})$, on which the standard symplectic form is defined. A question as to whether or not the molecular motion is internal, i.e., independent of its attitude in the space $\mathbf{R}^{2}$, was affirmatively cleared up by using the reduction theory. ${ }^{15}$ That is, the reduced phase space by the $\operatorname{SO}$ (2) action is diffeomorphic with the cotangent bundle of the internal space, $T^{*}(M)$. However, this is the case only for planar molecules. If the molecule is in $\mathbb{R}^{d}(d>2)$, and if the angular momentum is not zero, the reduced phase space is larger than the cotangent bundle of the internal space. Hence, in this case the molecular motion is not internal.

The reduction of $T^{*}(\dot{Q})$ to $T^{*}(M) \simeq T^{*}\left(\dot{\mathbb{R}}^{3}\right)$ is in principle the same as that performed in Ref. 16 for the conformal Kepler problem of dimension 4. As a result of the reduction, one finds the reduced symplectic form which is the sum of the standard symplectic form on $T^{*}(M)$ and a constant multiple of the curvature form $\Omega$ viewed as a two-form on $T^{*}(M)$. This fact was pointed out also by Kummer. ${ }^{17}$

## III. THE ASSOCIATED COMPLEX LINE BUNDLES

In this section, we show that the appropriate space on which quantum mechanics for the internal motion of planar triatomic molecules should be set up is the Hilbert space of square integrable cross sections in the complex line bundle associated with the principal fiber bundle $\dot{Q} \rightarrow M$.

To get an idea of the associated line bundle, we start with wave functions on the subset $\pi^{-1}\left(D_{+}\right)$of $\dot{Q}$. Since $\pi^{-1}\left(D_{+}\right) \cong D_{+} \times S^{1}$, any function $f\left(e^{i t} \gamma_{+}(p)\right)$ on $\pi^{-1}\left(D_{+}\right)$is periodic in $t$ with period $2 \pi$. Thus we can get a Fourier series expansion,

$$
\begin{equation*}
f\left(e^{i t} \gamma_{+}(p)\right)=\sum_{m=-\infty}^{\infty} c_{m}^{(+)}(p) e^{i m t} \tag{3.1}
\end{equation*}
$$

where $c_{m}^{(+)}(p)$ is the Fourier coefficient defined by

$$
c_{m}^{(+)}(p)=\frac{1}{2 \pi} \int_{0}^{2 \pi} f\left(e^{i t} \gamma_{+}(p)\right) e^{-i m t} d t, \quad p \in D_{+}
$$

These coefficients are indeed functions on $D_{+}$. In a similar manner, we may obtain functions $c_{m}^{(-)}(p)$ on $D_{-}$. Since the internal space $M$ is covered by $D_{+}$and $D_{-}$, the pair $c_{m}^{(+)}$and $c_{m}^{(-)}(p)$ should piece together an internal state of the angular momentum eigenvalue $m$. Thus we are led to the notion of cross sections in the complex line bundle.

## A. The associated bundles and linear connections

We start with the associated complex line bundle. Though the discussion runs in parallel with the work of Greub and Petry, ${ }^{8}$ we reproduce it from the viewpoint of reducing wave functions on $Q$ to wave sections on $M$ by using the $\operatorname{SO}(2)$ action. Fix an integer $m$ and let $\rho_{m}$ denote the representation of $\mathrm{SO}(2)$ in $\mathbb{C}$ given by

$$
\begin{equation*}
\rho_{m}\left(e^{i t}\right): z \rightarrow e^{i m t} z, \quad z \in \mathbb{C} \tag{3.2}
\end{equation*}
$$

Define a left action of $\mathbf{S O}(2)$ on $\dot{Q} \times \mathbf{C}$ by

$$
\begin{equation*}
E_{m}(\epsilon(t)):(x, z) \rightarrow\left(\epsilon(t) x, e^{i m t} z\right) \tag{3.3}
\end{equation*}
$$

This action gives an equivalence relation in $\dot{Q} \times \mathbb{C}$. The quotient manifold, denoted by $\dot{Q} \times{ }_{m} \mathrm{C}$, is made into the complex line bundle $L_{m}=\left(\dot{Q} \times_{m} \mathbb{C}, \pi_{m}, M\right)$ via the commutative diagram

$$
\begin{array}{ccc}
\dot{Q} \times \mathbb{C} & \stackrel{q}{\rightarrow} & \dot{Q} \times{ }_{m} \mathbb{C}  \tag{3.4}\\
p_{1} \downarrow & & \downarrow \pi_{m}, \\
\dot{Q} \simeq \dot{\mathbf{R}}^{4} & \xrightarrow{\pi} & M \simeq \dot{\mathbf{R}}^{3}
\end{array}
$$

where $p_{1}$ denotes the projection onto the first factor, and $q$ is the natural projection.

A complex-valued function $\Phi$ on $\dot{Q}$ is called equivariant with respect to $\rho_{m}$ ( $\rho_{m}$-equivariant, for short), if it satisfies

$$
\begin{equation*}
\Phi(\epsilon(t) x)=e^{i m t} \Phi(x), \quad x \in \dot{Q} \tag{3.5}
\end{equation*}
$$

A map $\sigma: M \rightarrow \dot{Q} \times{ }_{m} \mathrm{C}$ is called a cross section in $L_{m}$, if $\pi \circ \sigma=\mathrm{id}_{M}$. The $\rho_{m}$-equivariant functions are in one-to-one correspondence with the cross sections in $L_{m}$ (see Refs. 8 and 11), as is shown below: For an equivariant function $\Phi$ on $\dot{Q}$, the equivalence class $[(x, \Phi(x))]$ by $E_{m}$ is constant on each $S O(2)$ orbit in $\dot{Q}$, and hence it becomes a cross section in $L_{m}$ through the diagram (3.4). Conversely, given a cross section $\sigma$ in $L_{m}$, one can define an equivariant function on $\dot{Q}$ by

$$
\Phi_{\sigma}(x)=q_{x}^{-1}(\sigma(\pi(x))),
$$

where $q_{x} ; \mathbb{C} \rightarrow \pi_{m}^{-1}(\pi(x))$ denotes the isomorphism restricted from $q$ on the fibers. Note that $q_{e(t) x}(z)=q_{x}\left(e^{-i m t} z\right)$. We mean by $q_{m}^{\#}$ the one-to-one correspondence from the cross sections in $L_{m}$ to the equivariant functions on $\dot{Q}$.

We now have to realize what the $q_{m}^{\#}$ does mean for molecular dynamics. Recall that the rotation group SO(2) has the infinitesimal generator $F$ given by (2.24). The total angular momentum operator $\widehat{F}$ is then defined by $\widehat{F}=-i F$. Let $\Phi$ be a smooth equivariant function on $\dot{Q}$. Then one has from (3.5)

$$
\begin{equation*}
\widehat{F} \Phi=m \Phi \tag{3.6}
\end{equation*}
$$

that is, $\Phi$ is an eigenfunction of $\widehat{F}$ with the eigenvalue $m$. Conversely, we understand that Eq. (3.5) is the exponentiation of Eq. (3.6). Hence the eigenspace corresponding to the eigenvalue $m$ of the total angular momentum operator $\hat{F}$ is in one-to-one correspondence with the space of cross sections in $L_{m}$. Therefore, the correspondence $q_{m}^{\#-1}$ is thought of as a reduction of the space of wave functions on $Q$ to the eigenspace of the total angular momentum operator, and hence the introduction of the complex line bundle is a geometric consequence of the conservation of the total angular momentum. We may consider this reduction process as a quantum version of the reduction theorem ${ }^{15}$ applied for classical molecular mechanics. This reduction of the space of wave functions is easy to generalize to the case of multiatomic molecules in $\mathbb{R}^{d}$. We notice in addition that in a local sense the equivariant function is a term in the Fourier expansion (3.1). Thus $q_{m}^{\#-1}$ is the operation of picking up the Fourier coefficient.

We proceed to the linear connection on $L_{m}$ induced from the connection on the principal fiber bundle $Q \rightarrow M$. Let $X$ be a vector field on $M$ and $X^{*}$ its horizontal lift; $\pi_{*} X_{x}^{*}=X_{\pi(x)}$. Then for a cross section $\sigma$ in $L_{m}$ its covariant derivative with respect to $X$ is defined by

$$
\begin{equation*}
\nabla_{X} \sigma=q_{m}^{\#-1} X^{\#}\left(q_{m}^{\#} \sigma\right) \tag{3.7}
\end{equation*}
$$

The operator $\nabla$ is called the linear connection, which is linear in $X$ and $\sigma$, and satisfies for arbitrary functions $f$ the conditions

$$
\begin{align*}
& \nabla_{f X} \sigma=f \nabla_{X} \sigma  \tag{3.8}\\
& \nabla_{X} f \sigma=(X f) \sigma+f \nabla_{X} \sigma \tag{3.9}
\end{align*}
$$

The curvature of $\nabla$ is defined for vector fields $X$ and $Y$ on $M$ by

$$
\begin{equation*}
R(X, Y) \sigma=\left[\nabla_{X}, \nabla_{Y}\right] \sigma-\nabla_{[X, Y]} \sigma \tag{3.10}
\end{equation*}
$$

By (3.7), $R$ is written also as
$R(X, Y) \sigma=q_{m}^{\#-1}\left(\left[X^{*}, Y^{*}\right]-[X, Y]^{*}\right)\left(q_{m}^{\#} \sigma\right)$.
Theorem 7: The curvature $R$ of the linear connection $\nabla$ on $L_{m}$ takes the form

$$
\begin{equation*}
R(X, Y) \sigma=-i m \Omega(X, Y) \sigma, \quad m \in \mathbb{Z} \tag{3.12}
\end{equation*}
$$

where $\Omega$ is the monopole field given by (2.33).
Proof: Applying (3.11) to $\partial / \partial w^{k}, k=1,2,3$, and using (2.31) and (3.6) with $\Phi=q_{m}^{\#} \sigma$, we have
$R\left(\frac{\partial}{\partial w^{1}}, \frac{\partial}{\partial w^{2}}\right) \sigma=-i m w^{3} \sigma / 2\|w\|^{3} \quad$ (cycl. perm.).

Thus we have (3.12), as is wanted.
We make some remarks on $R$ which defines a two-form on $M$. Since the de Rham cohomology class $[R] / 2 \pi i$ is integral,

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{S^{2}} R=m \tag{3.14}
\end{equation*}
$$

and since $M \simeq \dot{\mathbb{R}}^{3}$ is simply connected, a theorem of Kostant ${ }^{18}$ shows that the bundle $L_{m}$ and the connection $\nabla$ whose curvature coincides with $R$ are unique up to strong isomorphisms. Equation (3.14) also means that the eigenvalues of the total angular momentum operator $\widehat{F}$ are twice the quantized monopole strengths. Indeed the monopole strength is given by (3.14) with the denominator replaced by $4 \pi i$.

In conclusion we touch upon a bundle metric on $L_{m}$. The complex line bundle $L_{m}$ is naturally endowed with a Hermitian metric. Let $\sigma_{k}, k=1,2$, denote cross sections in $L_{m}$. Then the Hermitian metric is defined for $\sigma_{1}$ and $\sigma_{2}$ by

$$
\begin{equation*}
\left(\sigma_{1} \mid \sigma_{2}\right)(\pi(x))=\overline{q_{m}^{\#} \sigma_{1}(x)} q_{m}^{\#} \sigma_{2}(x) \tag{3.15}
\end{equation*}
$$

where the bar indicates the complex conjugate. The righthand side of (3.15) is of course invariant under the $\mathrm{SO}(2)$ action. It is easy to see that the linear connection $\nabla$ is a metric connection; for any vector field $X$ on $M$, one has

$$
\begin{equation*}
X\left(\sigma_{1} \mid \sigma_{2}\right)=\left(\nabla_{X} \sigma_{1} \mid \sigma_{2}\right)+\left(\sigma_{1} \mid \nabla_{X} \sigma_{2}\right) \tag{3.16}
\end{equation*}
$$

With this Hermitian metric, we may think of the Hilbert space of square integrable cross sections in $L_{m}$. But before doing so, we must deal with the volume element on $M$.

## B. The inner product for cross sections

This section is concerned with the inner product for cross sections in $L_{m}$. The volume element on $M$ for integration must be the one which is reduced from the standard volume element on the configuration space $Q_{0} ; d Q_{0}$ $=d y_{1} \wedge d y_{2} \wedge d y_{3}$, where $d y_{k}, k=1,2,3$, stand for $d y_{k}^{1} \wedge d y_{k}^{2}$.

The volume element $d \Sigma_{0}$ on $Q_{0}$ defined by the inner product $K$ is related with the standard one by

$$
\begin{equation*}
d \Sigma_{0}=m_{1} m_{2} m_{3} d Q_{0} \tag{3.17}
\end{equation*}
$$

We recall here that any triple $y$ in $Q_{0}$ is written, with respect to the orthonormal frame $\left\{c_{j}, f_{k}\right\}, j=1,2, k=0, \ldots, 3$, as

$$
\begin{equation*}
y=\sum_{j=1}^{2} \frac{B^{j} c_{j}}{N_{0}}+\sum_{k=0}^{3} \xi^{k} f_{k} . \tag{3.18}
\end{equation*}
$$

Accordingly, the volume element $d \Sigma_{0}$ is expressed in terms of $B^{j}$ and $\xi^{k}$ as

$$
\begin{align*}
d \Sigma_{0} & =N_{0}^{-2} d B^{1} \wedge d B^{2} \wedge d \xi^{0} \wedge d \xi^{1} \wedge d \xi^{2} \wedge d \xi^{3} \\
& =N_{0}^{-2} d B^{1} \wedge d B^{2} \wedge d B^{2} \wedge d \Sigma, \tag{3.19}
\end{align*}
$$

where $d \Sigma=d \xi^{0} \wedge \cdots \wedge d \xi^{3}$ is the volume element on $Q$ defined by $K$. Therefore, separating off the center-of-mass coordinates, we obtain the volume element on $Q$;

$$
\begin{equation*}
d Q=\mu d \Sigma, \quad \mu=\sum_{k=1}^{3} m_{k}\left(\prod_{k=1}^{3} m_{k}\right)^{-1} \tag{3.20}
\end{equation*}
$$

To bring out the volume element on $M$, it is of practical use to express $d \Sigma$ in terms of the curvilinear coordinates introduced in Sec. II E. A straightforward calculation yields

$$
\begin{equation*}
d \Sigma=\frac{1}{16} r \sin \theta d \psi \wedge d r \wedge d \theta \wedge d \phi \tag{3.21}
\end{equation*}
$$

We are now ready to obtain the following theorem.
Theorem 8: The inner product of cross sections $\sigma_{k}$, $k=1,2$, is given by

$$
\begin{equation*}
\int_{M}\left(\sigma_{1} \mid \sigma_{2}\right) d M=\int_{Q} \overline{q_{m}^{\#} \sigma_{1}} q_{m}^{\#} \sigma_{2} d Q \tag{3.22}
\end{equation*}
$$

where $d M$ is defined by

$$
\begin{align*}
d M: & =(\mu \pi / 4) r \sin \theta d r \wedge d \theta \wedge d \phi \\
& =(\mu \pi / 4\|w\|) d w^{3} \wedge d w^{2} \wedge d w^{1} . \tag{3.23}
\end{align*}
$$

Proof: From (3.21) the inner product for $\rho_{m}$-equivariant functions $\Phi_{k}=q_{m}^{\#} \sigma_{k}, k=1,2$, is expressed in the form

$$
\begin{align*}
\int_{Q} \overline{\Phi_{1}} \Phi_{2} d Q & =\frac{\mu}{16} \int_{0}^{4 \pi} d \psi \int_{M} \bar{\Phi}_{1} \Phi_{2} r \sin \theta d r d \theta d \phi \\
& =\frac{\mu \pi}{4} \int_{M} \overline{\Phi_{1} \Phi_{2} r \sin \theta d r d \theta d \phi} \tag{3.24}
\end{align*}
$$

Here we have used the fact that $\bar{\Phi}_{1} \Phi_{2}$ is constant in $\psi$. Thus the appropriate volume element on $M$ is to be given by (3.23). From (3.15) and (3.24) with $q_{m}^{\#} \sigma_{k}=\Phi_{k}, k=1,2$, we obtain (3.22). We note here that the volume element defined by the Riemannian metric (2.35) is given by $(4\|w\|)^{-3 / 2} d w^{3} \wedge d w^{2} \wedge d w^{1}$, which is different from $d M$.

## C. Local description of the linear connections on $L_{m}$

In what follows we give a local description of the linear connection $\nabla$ on $L_{m}$ in order to get an idea of how the "gauge
potential" of the monopole field $m \Omega$ is encompassed within the linear connection. Set

$$
\begin{array}{ll}
\Psi_{+}=\exp (i m[(\psi+\phi) / 2]), & \text { on } \pi^{-1}\left(D_{+}\right), \\
\Psi_{-}=\exp (i m[(\psi-\phi) / 2]), & \text { on } \pi^{-1}\left(D_{-}\right) . \tag{3.25}
\end{array}
$$

These are local $\rho_{m}$-equivariant functions on account of (2.39). By $\sigma_{+}$and $\sigma_{-}$we mean the corresponding local cross sections in $L_{m} ; q_{m}^{\#} \sigma_{ \pm}=\Psi_{ \pm}$.

We need first to get the horizontal lifts of $\partial / \partial \alpha^{k}$, $\left(\alpha^{k}\right)=(r, \theta, \phi)$. Making use of (2.43), one readily obtains, from $\omega\left(\left(\partial / \partial \alpha^{k}\right)^{*}\right)=0$,

$$
\begin{align*}
& \left(\frac{\partial}{\partial r}\right)^{*}=\frac{\partial}{\partial r}, \quad\left(\frac{\partial}{\partial \theta}\right)^{*}=\frac{\partial}{\partial \theta},  \tag{3.26}\\
& \left(\frac{\partial}{\partial \phi}\right)^{*}=\frac{\partial}{\partial \phi}-\cos \theta \frac{\partial}{\partial \psi} .
\end{align*}
$$

We are now in a position to compute the covariant derivatives of $\sigma_{ \pm}$, using the definition (3.7). We have, in fact,

$$
\begin{align*}
& \nabla_{\partial / \partial r} \sigma_{ \pm}=\nabla_{\partial / \partial \theta} \sigma_{ \pm}=0, \\
& \nabla_{\partial / \partial \phi} \sigma_{ \pm}=-(i m / 2)(\mp 1+\cos \theta) \sigma_{ \pm} . \tag{3.27}
\end{align*}
$$

For arbitrary local cross sections $f_{+} \sigma_{+}$(resp. $f_{-} \sigma_{-}$) on $D_{+}$(resp. $D_{-}$), their covariant derivatives are given as
$\nabla_{\partial / \partial \phi}\left(f_{ \pm} \sigma_{ \pm}\right)=\left(\frac{\partial}{\partial \phi}-\left(\frac{i m}{2}\right)(\mp 1+\cos \theta)\right) f_{ \pm} \sigma_{ \pm}$.
For notational convenience we introduce the operators $\stackrel{(+)}{\nabla_{\phi}}$ and ${ }^{(-)}{ }_{\phi}$ by

$$
\begin{equation*}
{\stackrel{( \pm)}{\nabla_{\phi}} f_{ \pm}=\left(\frac{\partial}{\partial \phi}-\left(\frac{i m}{2}\right)(\mp 1+\cos \theta)\right) f_{ \pm} . . . . . .} \tag{3.29}
\end{equation*}
$$

These equations are interpreted as the minimal coupling. In fact, the terms $(m / 2)(\mp 1+\cos \theta)$ are the $\phi$ component of the gauge potentials of the monopole field

$$
\begin{equation*}
m \Omega=-(m / 2) \sin \theta d \theta \wedge d \phi, \quad \text { in } D_{ \pm} . \tag{3.30}
\end{equation*}
$$

We now discuss gauge transformations on $D_{+} \cap D_{-}$. From (3.25) we have $e^{-i m \phi} \Psi_{+}=\Psi_{-}$on $\pi^{-1}\left(D_{+}\right)$
 pose that a local section on $D_{+} \cap D_{-}$is expressed as $f_{+} \sigma_{+}$ $=f_{-} \sigma_{-}$. Then we have the usual gauge transformation

$$
\begin{equation*}
f_{-}=e^{i m \phi} f_{+}, \quad \text { on } D_{+} \cap D_{-} \tag{3.31}
\end{equation*}
$$

Applying (3.29) for $f_{ \pm}$, we obtain

$$
\begin{equation*}
(-){ }_{\nabla}^{(-)} f_{-}=e^{i m \phi} \stackrel{(+)}{\nabla_{\phi}} f_{+}, \tag{3.32}
\end{equation*}
$$

which means the tensor property of the covariant derivative.
In conclusion we are to link the local section $f_{+}$to the Fourier coefficient $c_{m}^{(+)}$of (3.1) and to get the covariant derivative (3.29) in an elementary manner.

As we pointed out in Sec. II E, $\pi^{-1}\left(D_{+}\right)$is diffeomorphic with a product space $D_{+} \times S^{1}$, so that the local coordinates in $\pi^{-1}\left(D_{+}\right)$are $(r, \theta, \phi, t)$. If we make a transformation $t=(\psi+\phi) / 2$, we get the coordinates given in (2.37).

The connection form $\omega$ is then put into

$$
\begin{equation*}
\omega=\frac{1}{2}(2 d t+(-1+\cos \theta) d \phi) . \tag{3.33}
\end{equation*}
$$

Hence the horizontal lift of $\partial / \partial \phi$, a vibrational vector on $\pi^{-1}\left(D_{+}\right)$, is given by

$$
\begin{equation*}
\left(\frac{\partial}{\partial \phi}\right)^{*}=\frac{\partial}{\partial \phi}-\frac{1}{2}(-1+\cos \theta) \frac{\partial}{\partial t} . \tag{3.34}
\end{equation*}
$$

The Fourier term $c_{m}^{(+)} e^{i m t}$ of (3.1) is of course a local equivariant function. The $\Psi_{+}$in (3.25) is nothing but $e^{i m t}$ with $t=(\psi+\phi) / 2$. Thus $c_{m}^{(+)}$may be identified with $f_{+}$. Operating $c_{m}^{(+)} e^{i m t}$ with $(\partial / \partial \phi)^{*}$, we obtain the covariant derivative of $c_{m}^{(+)}$;

$$
\begin{equation*}
\left(\frac{\partial}{\partial \phi}-\frac{i m}{2}(-1+\cos \theta)\right) c_{m}^{(+)} \tag{3.35}
\end{equation*}
$$

The similar calculation can be done also for $c_{m}^{(-)}$.

## IV. THE INTERNAL HAMILTONIAN OPERATOR

In this section we obtain the internal Hamiltonian operator acting on the cross sections in the complex line bundle $L_{m}$. The internal Hamiltonian operator should be reduced from the usual Hamiltonian operator for the three-body system.

## A. The Laplacian

We start with the kinetic energy part of the Hamiltonian operator for the planar triatomic molecule. Recall that the configuration space $Q_{0}$ is endowed with the inner product (2.2). Then we note that the kinetic energy operator

$$
\begin{equation*}
-\frac{1}{2} \sum_{k=1}^{3} \frac{1}{m_{k}}\left(\frac{\partial}{\partial y_{k}}\right)^{2} \tag{4.1}
\end{equation*}
$$

where $\partial / \partial y_{k}, k=1,2,3$, denote the gradient operators, is $-\frac{1}{2}$ times the Laplacian $\Delta_{0}$ defined by the metric $K$. Hence, in terms of the orthogonal coordinates ( $B^{j} / N_{0}, \xi^{k}$ ), $j=1,2$, $k=0, \ldots, 3$, the Laplacian $\Delta_{0}$ takes the form

$$
\begin{equation*}
\Delta_{0}=N_{0}^{2} \sum_{j=1}^{2}\left(\frac{\partial}{\partial B^{j}}\right)^{2}+\sum_{k=0}^{3}\left(\frac{\partial}{\partial \xi^{k}}\right)^{2} \tag{4.2}
\end{equation*}
$$

Separating off the first term of the right-hand side, we have the Laplacian $\Delta$ on the center-of-mass system $Q$;

$$
\begin{equation*}
\Delta=\sum_{k=0}^{3}\left(\frac{\partial}{\partial \xi^{k}}\right)^{2} \tag{4.3}
\end{equation*}
$$

Here we have tacitly assumed that the linear momentum operator has zero eigenvalue.

We now wish to break up the Laplacian $\Delta$ into the vibrational and rotational parts. To this end, we first express $\partial / \partial \xi^{k}$ as a linear combination of $F$ and $V_{k}$ given in (2.24) and (2.26). As $f_{k}$ are identified with $\partial / \partial \xi^{k}$, we obtain, on account of the inner product of $f_{k}$ and $V_{j}\left(V_{0}=F\right)$, $j=0, \ldots, 3$,

$$
\begin{aligned}
& \frac{\partial}{\partial \xi^{0}}=\|\xi\|^{-2}\left(-\xi^{1} F+\xi^{0} V_{1}-\xi^{3} V_{2}+\xi^{2} V_{3}\right) \\
& \frac{\partial}{\partial \xi^{1}}=\|\xi\|^{-2}\left(\xi^{0} F+\xi^{1} V_{1}+\xi^{2} V_{2}+\xi^{3} V_{3}\right) \\
& \frac{\partial}{\partial \xi^{2}}=\|\xi\|^{-2}\left(-\xi^{3} F-\xi^{2} V_{1}+\xi^{1} V_{2}+\xi^{0} V_{3}\right) \\
& \frac{\partial}{\partial \xi^{3}}=\|\xi\|^{-2}\left(\xi^{2} F-\xi^{3} V_{1}-\xi^{0} V_{2}+\xi^{1} V_{3}\right)
\end{aligned}
$$

If (4.4) is substituted into (4.3), the Laplacian $\Delta$ will be expressed in terms of $F$ and $V_{k}$, but this procedure is awkward. We consider, instead, the functional (twice the kinetic energy)

$$
\begin{align*}
\langle\Phi \mid-\Delta \Phi\rangle_{Q}: & =-\mu \int_{Q} \bar{\Phi} \sum_{k=0}^{3} \frac{\partial^{2} \Phi}{\partial\left(\xi^{k}\right)^{2}} d \Sigma \\
& =\sum_{k=0}^{3}\left\langle\left.\frac{\partial \Phi}{\partial \xi^{k}} \right\rvert\, \frac{\partial \Phi}{\partial \xi^{k}}\right\rangle_{Q} \tag{4.5}
\end{align*}
$$

where $\Phi$ is a smooth complex-valued function on $Q$. Inserting (4.4) into (4.5), we obtain

$$
\begin{align*}
\langle\Phi| & -\Delta \Phi\rangle_{Q} \\
& =\left\langle\|\xi\|^{-2} F \Phi \mid F \Phi\right\rangle_{Q}+\sum_{k=1}^{3}\left\langle\|\xi\|^{-2} V_{k} \Phi \mid V_{k} \Phi\right\rangle_{Q} \tag{4.6}
\end{align*}
$$

This equation means that the kinetic energy is separated into the rotational and vibrational energies; the first term in the right-hand side is rotational and the rest vibrational. However, this fact does not imply that rotation and vibration are not coupled as motions. The coupling appears rather in Eq. (2.31).

Theorem 9: The kinetic energy operator $-\Delta / 2$ on the center-of-mass system $Q$ is separated into the rotational energy and vibrational energy operators;

$$
\begin{equation*}
\Delta=\|\xi\|^{-2} F^{2}+\sum_{k=1}^{3} V_{k}\left(\|\xi\|^{-2} V_{k}\right) . \tag{4.7}
\end{equation*}
$$

Proof: Integration of (4.6) by parts provides the Laplacian $\Delta$ in terms of $F$ and $V_{k}$. It is here a great convenience to have the formulas

$$
\begin{equation*}
\left\langle V_{j} \Phi \mid \Phi\right\rangle_{Q}=\left\langle\Phi \mid-V_{j} \Phi\right\rangle_{Q}, \quad j=0, \ldots, 4 \tag{4.8}
\end{equation*}
$$

where $V_{0}=F$. These formulas are easy to show. Applying (4.8) to (4.6), we obtain (4.7).

## B. The Hamiltonian operator in $\boldsymbol{L}_{\boldsymbol{m}}$

We are now in a position to derive the internal Hamiltonian operator in $L_{m}$ from the usual Hamiltonian operator in $L^{2}(Q)$. From the discussion in the last section, the Hamiltonian operator in $L^{2}(Q)$ is given by

$$
\begin{equation*}
H=-\frac{1}{2} \Delta+U \tag{4.9}
\end{equation*}
$$

where $\Delta$ is the Laplacian defined by (4.3) or (4.7), and $U$ is a potential function depending on the internal coordinates only. Let $\Phi$ be a $\rho_{m}$-equivariant function of compact support on $Q$, and $\sigma$ the corresponding cross section in $L_{m}, q_{m}^{\#} \sigma=\Phi$. Then the internal Hamiltonian operator $H_{m}$ is defined through

$$
\begin{equation*}
\langle\Phi \mid H \Phi\rangle_{Q}=\int_{M}\left(\sigma \mid H_{m} \sigma\right) d M \tag{4.10}
\end{equation*}
$$

Theorem 10: For a planar triatomic molecule, the states of internal motions are described as cross sections in the complex line bundle $L_{m}$. The internal Hamiltonian operator $H_{m}$ acting on the cross section is given, with respect to the volume element (3.23), by

$$
\begin{equation*}
H_{m}=-\frac{1}{2} 4\|w\| \sum_{k=1}^{3} \nabla_{k}^{2}+\frac{m^{2}}{2\|w\|}+U \tag{4.11}
\end{equation*}
$$

Proof: The left-hand side of (4.10) can be written out by using the results in the previous sections. Applying (4.7) to $\Phi$ and using (2.30), (3.6), (3.7), and (3.22), we obtain

$$
\begin{equation*}
\langle\Phi \mid \Delta \Phi\rangle_{Q}=\int_{M}\left(\sigma \left\lvert\,\left(-\frac{m^{2}}{\|w\|}+4\|w\| \sum_{k=1}^{3} \nabla_{k}^{2}\right) \sigma\right.\right) d M \tag{4.12}
\end{equation*}
$$

where $\nabla_{k}, k=1,2,3$, stand for the covariant derivation with respect to $\partial / \partial w^{k}$;

$$
\begin{align*}
\nabla_{k} \sigma & =q_{m}^{\#-1}\left(\frac{\partial}{\partial w^{k}}\right)^{*} q_{m}^{\#} \sigma \\
& =q_{m}^{\#-1}\left(\frac{1}{2}\|\xi\|^{-2} V_{k}\right) q_{m}^{\#} \sigma \tag{4.13}
\end{align*}
$$

For the potential function $U$, we have

$$
\begin{equation*}
\langle\Phi \mid U \Phi\rangle_{Q}=\int_{M}(\sigma \mid U \sigma) d M \tag{4.14}
\end{equation*}
$$

From (4.12) and (4.14), the internal Hamiltonian operator turns out to be (4.11). This ends the proof.

We make a remark on $H_{m}$. If we were allowed to take a volume element $4\|w\| d M=\mu \pi d w$ instead of $d M$, we would obtain an operator

$$
\begin{equation*}
-\frac{1}{2} \sum_{k=1}^{3} \nabla_{k}^{2}+\frac{(m / 2)^{2}}{2\|w\|^{2}}+\frac{U}{4\|w\|} \tag{4.15}
\end{equation*}
$$

which would describe states of a charged particle moving in the presence of Dirac's monopole field and the potential, the sum of the second and third terms. This operator with $U=-k / 4, k>0$ a constant, is the Hamiltonian operator for a generalized hydrogen atom. ${ }^{19}$

## C. Local description of $\boldsymbol{H}_{\boldsymbol{m}}$

We wish to express $H_{m}$ in the internal coordinates $(r, \theta, \phi)$. We start again with the Laplacian $\Delta$. A straightforward calculation gives a description of the Laplacian (4.3) in the form

$$
\begin{align*}
\Delta= & 4 r \frac{\partial^{2}}{\partial r^{2}}+8 \frac{\partial}{\partial r}+\frac{1}{r} \Delta_{3} \\
\Delta_{3}= & 4\left[\frac{\partial^{2}}{\partial \theta^{2}}+\cot \theta \frac{\partial}{\partial \theta}+\frac{1}{\sin ^{2} \theta}\right. \\
& \left.\times\left(\frac{\partial^{2}}{\partial \phi^{2}}+\frac{\partial^{2}}{\partial \psi^{2}}-2 \cos \theta \frac{\partial^{2}}{\partial \phi \partial \psi}\right)\right] \tag{4.16}
\end{align*}
$$

where $\Delta_{3}$ is the standard Laplacian on the three-sphere $S^{3}$. If we take into account $F=2 \partial / \partial \psi$, the Laplacian (4.16) is broken up into the rotational and vibrational parts;

$$
\begin{align*}
\Delta= & \frac{4}{r} \frac{\partial^{2}}{\partial \psi^{2}}+4 r \frac{\partial^{2}}{\partial r^{2}}+8 \frac{\partial}{\partial r}+\frac{4}{r}\left[\frac{\partial^{2}}{\partial \theta^{2}}+\cot \theta \frac{\partial}{\partial \theta}\right. \\
& \left.+\frac{1}{\sin ^{2} \theta}\left(\frac{\partial}{\partial \phi}-\cos \theta \frac{\partial}{\partial \psi}\right)^{2}\right] . \tag{4.17}
\end{align*}
$$

This expression corresponds to (4.7); the first term in the right-hand side is the rotational part, and the rest is the vibrational part. We note that the vibrational part can be expressed in terms of the horizontal lifts $(\partial / \partial r)^{*},(\partial / \partial \theta)^{*}$, and ( $\partial / \partial \phi)^{*}$ on account of (3.26).

We here take the local $\rho_{m}$-equivariant function $\Psi_{+}$and
the corresponding local cross section $\sigma_{+}$in $L_{m}$, as we considered in Sec. III C. Let $f_{+} \sigma_{+}$be any local section. Applying (4.17) to $q_{m}^{\#} f_{+} \sigma_{+}$, and using (3.27), we obtain

$$
\begin{align*}
\Delta q_{m}^{\#} & f_{+} \sigma_{+} \\
= & {\left[-\frac{m^{2}}{r}+4 r \frac{\partial^{2}}{\partial r^{2}}+8 \frac{\partial}{\partial r}+\frac{4}{r}\left(\frac{\partial^{2}}{\partial \theta^{2}}+\cot \theta \frac{\partial}{\partial \theta}\right)\right.} \\
& \left.+\frac{4}{r \sin ^{2} \theta}\left(\frac{\partial}{\partial \phi}-i \frac{m}{2}(-1+\cos \theta)\right)^{2}\right] f_{+} q_{m}^{\#} \sigma_{+} \tag{4.18}
\end{align*}
$$

On supposing that $f_{+}$has its support in $D_{+}$, the internal Hamiltonian operator $H_{m}^{+}$, locally defined on $D_{+}$, are obtained through (4.10). A straightforward calculation together with (4.18) gives

$$
\begin{equation*}
\left\langle q_{m}^{\#}\left(f_{+} \sigma_{+}\right) \mid H q_{m}^{\#}\left(f_{+} \sigma_{+}\right)\right\rangle_{Q}=\int_{M} \overline{f_{+}} H_{m}^{+} f_{+} d M \tag{4.19}
\end{equation*}
$$

where

$$
\begin{align*}
H_{m}^{+}= & -\frac{1}{2}\left[4 r \frac{\partial^{2}}{\partial r^{2}}+8 \frac{\partial}{\partial r}+\frac{4}{r}\left(\frac{\partial^{2}}{\partial \theta^{2}}+\cot \theta \frac{\partial}{\partial \theta}\right)\right. \\
& \left.+\frac{4}{r \sin ^{2} \theta}\left(\frac{\partial}{\partial \phi}-i \frac{m}{2}(-1+\cos \theta)\right)^{2}\right] \\
& +\frac{m^{2}}{2 r}+U \tag{4.20}
\end{align*}
$$

The $H_{m}^{+}$is a local description of $H_{m}$ given by (4.11). The first term $-\frac{1}{2}[\cdots]$ is the kinetic energy operator coupled with the monopole field (3.30), and the second term is the centrifugal potential, where $r$ is the moment of inertia. The coupling and the centrifugal potential disappear at the same time when the angular momentum is zero ( $m=0$ ).

The internal Hamiltonian operator $H_{m}^{-}$, locally defined on $D_{-}$, is obtained in the same manner. The gauge transformation in the intersection $D_{+} \cap D_{-}$is easy to show. Let $f_{+} \sigma_{+}=f_{-} \sigma_{-}$on $D_{+} \cap D_{-}$. Then from the identity

$$
\begin{aligned}
& \left\langle q_{m}^{\#}\left(f_{+} \sigma_{+}\right) \mid H q_{m}^{\#}\left(f_{+} \sigma_{+}\right)\right\rangle_{Q} \\
& \quad=\left\langle q_{m}^{\#}\left(f_{-} \sigma_{-}\right) \mid H q_{m}^{\#}\left(f_{-} \sigma_{-}\right)\right\rangle_{Q}
\end{aligned}
$$

one obtains

$$
\begin{equation*}
e^{i m \phi} H_{m}^{+} e^{-i m \phi}=H_{m}^{-} \tag{4.21}
\end{equation*}
$$

If $m=0$, the complex line bundle becomes trivial, and the operator $(1 / 4 r) H_{m}^{+}=(1 / 4 r) H_{m}^{-}$in $\mathbb{R}^{3}$ is a standard Hamiltonian operator with a potential $U / 4 r$. This is a special case of (4.15). The reduction procedure for obtaining $H_{m}$ with $m=0$ was already used in principle in Ref. 20.

In conclusion, we remark that in his paper ${ }^{21}$ Smith discussed the planar three-body problem in the limit of weak interaction ( $U=0$ ) by using the $\mathrm{SO}(4)$ action on $Q \simeq \mathbf{R}^{4}$, but the internal motion was out of his scope.

## D. The outlook

Though we have concentrated on the planar triatomic molecule, our method is easy to generalize to the multiatomic molecule. In fact, recall that the center-of-mass system is made into a principal fiber bundle with the rotation group as the structure group, then quantum mechanics of the internal
molecular motion should be set up on the complex vector bundle associated with the principal fiber bundle with respect to a unitary irreducible representation of the rotation group. The internal Hamiltonian operator can be obtained in the same manner as we have used in this section. In Ref. 6, we have already treated the internal Hamiltonian operator for the $n$-body system in $\mathbb{R}^{3}$ under the condition that the angular momentum operator has zero eigenvalue, without reference to the geometry of complex line bundles. Our problem is then reduced to working out the topology of the internal space on which the complex vector bundle is constructed. The quantum three-body problem ${ }^{7}$ in $\mathbb{R}^{3}$ is reinvestigated from our viewpoint. ${ }^{22}$
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#### Abstract

As a consequence of the virial theorem and Hellmann-Feynman relation, the ratio of the kinetic energy to the derivative of the total energy, $\Lambda(\lambda) \equiv T(\lambda) / E^{\prime}(\lambda)$, is stationary and equal to the critical parameter value $\lambda_{c}$ at $\lambda=\lambda_{c}: E\left(\lambda_{c}\right)=0 \Rightarrow \Lambda^{\prime}\left(\lambda_{c}\right)=0$ and $\Lambda\left(\lambda_{c}\right)=\lambda_{c}$. The cubic approximation to the latter equation yields positive roots within $3.02 \%$ and $0.33 \%$ of the exact $\lambda_{c}$ values for the exponential and exponential-cosine screening functions, respectively. An alternative estimation formula for $\lambda_{c}$ is also presented and shown to give a value within $0.19 \%$ of the exact $\lambda_{c}$ value for the exponential screening function.


## I. INTRODUCTION

Hamiltonians associated with attractive screened Coulomb potentials arise in many areas of quantum physics and have been of considerable recent interest. ${ }^{1}$ By employing convenient physical units, ${ }^{2}$ such Hamiltonians are expressible as

$$
\begin{equation*}
H=-\frac{1}{2} \nabla^{2}-(1 / r) f(\lambda r), \tag{1}
\end{equation*}
$$

where the screening function $f(\lambda r)$ and reciprocal screening length $\lambda$ are fixed by the normalization conditions at $r \equiv\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}=0$,

$$
\begin{equation*}
f(0)=1, \quad f^{\prime}(0)=-1 \tag{2}
\end{equation*}
$$

in which $f^{\prime}(\xi) \equiv d f(\xi) / d \xi$. Particular physical importance is attached to atomic, nuclear, and solid-state systems that feature the exponential screening function (ESF),

$$
\begin{equation*}
f(\lambda r)=e^{-\lambda r} \quad(\mathrm{ESF}) \tag{3}
\end{equation*}
$$

and the exponential-cosine screening function (ECSF),

$$
\begin{equation*}
f(\lambda r)=e^{-\lambda r} \cos \lambda r \quad(\mathrm{ECSF}) \tag{4}
\end{equation*}
$$

Generally, the Hamiltonian (1) admits one or more bound (square-integrable, negative energy) eigenstates for $0 \leq \lambda$ $<\lambda_{c}$, i.e., non-negative values of the parameter $\lambda$ less than a certain critical value $\lambda_{c}$. The latter critical parameter value has been determined accurately by numerical computation in the case of (3) and (4) as ${ }^{3,4}$

$$
\begin{array}{ll}
\lambda_{c}=1.1906 & (\mathrm{ESF}) \\
\lambda_{c}=0.7205 & (\mathrm{ECSF}) \tag{6}
\end{array}
$$

For values of $\lambda$ greater than (5) or (6), the Hamiltonian (1) has a strictly positive energy spectrum with no bound state for either screening function (3) or (4), respectively.

The analytical estimation of critical parameter values for screened Coulomb potentials has posed a mathematical accuracy problem when approached via traditional methods. ${ }^{1}$ For example, a basic (one-parameter) Rayleigh-Ritz variational procedure for the estimation of (5) or (6) fails to produce values with better than $10 \%$ accuracy, as discussed in Appendix A. Although more complicated analytical procedures have produced closer estimates for $\lambda_{c}$ values, ${ }^{1}$ the comparisons with exact numerical values [such as (5) and (6) ] shows that the latter analytical methods do not generally yield approximate values with an accuracy better than
about $2 \%$ or $3 \%$, notwithstanding considerable technical complexity. ${ }^{5}$

The present communication reports a new practical approach to the analytical estimation of critical parameter values for screened Coulomb potentials. By introducing and performing an approximation evaluation of the function $\Lambda(\lambda)$ defined below in (12), the estimates (22) and (23) are obtained for (5) and (6) in the cases of the screening functions (3) and (4). On the basis of the accuracy evident in the latter examples, this logically simple and easily applied procedure can generally be expected to yield estimates for critical parameter values within $3 \%$ of the exact values.

## II. PROPERTIES OF THE FUNCTION $\mathbf{\Lambda}(\lambda)$

Let $E(\lambda) \equiv\langle H\rangle=T(\lambda)-\left\langle r^{-1} f(\lambda r)\right\rangle$ denote the ground state energy eigenvalue for the Hamiltonian (1), where $T(\lambda) \equiv\left\langle-\frac{1}{2} \nabla^{2}\right\rangle$ is the ground state kinetic energy expectation value (depending on $\lambda$ through the energy eigenstate's dependence on the parameter). As a consequence of the virial theorem $\langle[\mathbf{x} \cdot \nabla, H]\rangle=0$, one has

$$
\begin{equation*}
-2 T(\lambda)+\left\langle\left(r^{-1} f(\lambda r)-\lambda f^{\prime}(\lambda r)\right)\right\rangle=0, \tag{7}
\end{equation*}
$$

while the Hellmann-Feynman relation takes the form

$$
\begin{equation*}
\frac{d E(\lambda)}{d \lambda} \equiv E^{\prime}(\lambda)=-\left\langle f^{\prime}(\lambda r)\right\rangle \tag{8}
\end{equation*}
$$

Hence by combining (7), (8), and the definition of $E(\lambda)$ (Ref. 6), one finds that the energy eigenvalue and kinetic energy expectation value are simply related by a Legendre transform:

$$
\begin{equation*}
\lambda E^{\prime}(\lambda)-E(\lambda)=T(\lambda) \tag{9}
\end{equation*}
$$

From the first normalization condition in (2) it follows that the ground state energy eigenvalue of (1) is the Schrödinger hydrogenic value for $\lambda=0$, i.e., $E(0)=-\frac{1}{2}$. Moreover, the second normalization condition in (2), in combination with (8), implies that $E^{\prime}(0)=1$. Hence, in general, one has

$$
\begin{equation*}
E(\lambda)=-\frac{1}{2}+\lambda-O\left(\lambda^{2}\right) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
T(\lambda)=\frac{1}{2}-O\left(\lambda^{2}\right) \tag{11}
\end{equation*}
$$

by virtue of (9). Since $\lambda_{c}$ is defined as the smallest positive
value for which $E\left(\lambda_{c}\right)=0$, it follows from (9) that the ratio

$$
\begin{equation*}
\Lambda(\lambda) \equiv T(\lambda) / E^{\prime}(\lambda)=\lambda-\left[E(\lambda) / E^{\prime}(\lambda)\right] \tag{12}
\end{equation*}
$$

is stationary and equal to $\lambda_{c}$ at $\lambda=\lambda_{c}$ :
$\Lambda^{\prime}\left(\lambda_{c}\right)=\left.\frac{d}{d \lambda}\left[\lambda-\frac{E(\lambda)}{E^{\prime}(\lambda)}\right]\right|_{\lambda=\lambda_{c}}=\frac{E\left(\lambda_{c}\right) E^{\prime \prime}\left(\lambda_{c}\right)}{\left[E^{\prime}\left(\lambda_{c}\right)\right]^{2}}=0$,
$\Lambda\left(\lambda_{c}\right)=\lambda_{c}$.
In the cases of (3), (4) and similar forms for the screening function, the second derivative of (12) at $\lambda=\lambda_{c}$, $\Lambda^{\prime \prime}\left(\lambda_{c}\right)=E^{\prime \prime}\left(\lambda_{c}\right) / E^{\prime}\left(\lambda_{c}\right)$, is negative because $E^{\prime \prime}\left(\lambda_{c}\right)$ $<0$, and thus $\Lambda(\lambda)$ is a maximum at $\lambda=\lambda_{c}$.

By expanding the final member of (12) in a Maclaurin series about $\lambda=0$, one obtains

$$
\begin{align*}
& \Lambda(0)=\frac{1}{2}, \quad \Lambda^{\prime}(0)=-\frac{1}{2} E^{\prime \prime}(0) \\
& \Lambda^{\prime \prime}(0)=E^{\prime \prime}(0)+\left[E^{\prime \prime}(0)\right]^{2}-\frac{1}{2} E^{\prime \prime \prime}(0)  \tag{15}\\
& \begin{array}{l}
\Lambda^{\prime \prime \prime}(0)=2 E^{\prime \prime \prime}(0)-3\left[E^{\prime \prime}(0)\right]^{2}\left[1+E^{\prime \prime}(0)\right] \\
\\
\quad+3 E^{\prime \prime}(0) E^{\prime \prime \prime}(0)-\frac{1}{2} E^{\prime \prime \prime \prime}(0)
\end{array}
\end{align*}
$$

where use has been made of the conditions $E(0)=-\frac{1}{2}$ and $E^{\prime}(0)=1$ which derive from (2) and are manifest in (10). The higher-order derivatives of $E(\lambda)$ at $\lambda=0$ appearing in (15) are obtainable directly from (8) or by exact perturba-tion-theoretic analysis for a prescribed screening function. In the cases of (3) and (4), one readily evaluates $\Lambda^{\prime}(0)$, $\Lambda^{\prime \prime}(0)$, and $\Lambda^{\prime \prime \prime}(0)$ in (15) and thereby obtains

$$
\begin{equation*}
\Lambda(\lambda)=\hat{\Lambda}(\lambda)+O\left(\lambda^{4}\right) \tag{16}
\end{equation*}
$$

where to order $\lambda^{3}$,

$$
\begin{align*}
& \widehat{\Lambda}(\lambda)=\frac{1}{2}+\frac{3}{4} \lambda-\frac{3}{8} \lambda^{2}+\frac{3}{16} \lambda^{3} \quad(\text { ESF }),  \tag{17}\\
& \widehat{\Lambda}(\lambda)=\frac{1}{2}+\frac{3}{2} \lambda^{2}-\frac{3}{2} \lambda^{3} \quad(\text { ECSF }) \tag{18}
\end{align*}
$$

for the two cases, respectively.

## III. ESTIMATION OF $\lambda_{c}$ BY THE CUBIC

## APPROXIMATION FORMULA $\hat{\boldsymbol{\Lambda}}\left(\hat{\lambda}_{c}\right)=\hat{\lambda}_{c}$

As expressed by (13) and (14), the stationary character of $\Lambda(\lambda)$ about $\lambda=\lambda_{c}$ suggests that the cubic approximation to $\Lambda(\lambda)$, introduced as $\hat{\Lambda}(\lambda)$ in (16), may yield an accurate estimate for $\lambda_{c}$ as the relevant root of the equation

$$
\begin{equation*}
\hat{\Lambda}\left(\hat{\lambda}_{c}\right)=\hat{\lambda}_{c} \tag{19}
\end{equation*}
$$

Indeed, for the screening functions (3) and (4), substitution of the cubic approximations (17) and (18) into (19) produces

$$
\begin{align*}
& \frac{1}{2}-\frac{1}{4} \hat{\lambda}_{c}-\frac{3}{8} \hat{\lambda}_{c}^{2}+\frac{3}{10} \hat{\lambda}_{c}^{3}=0 \quad \text { (ESF) }  \tag{20}\\
& \frac{1}{2}-\hat{\lambda}_{c}+\frac{3}{2} \hat{\lambda}_{c}^{2}-\frac{3}{2} \hat{\lambda}_{c}^{3}=0 \quad \text { (ECSF) } \tag{21}
\end{align*}
$$

with the relevant (smallest positive) roots

$$
\begin{array}{ll}
\hat{\lambda}_{c}=1.1547 & (\mathrm{ESF}) \\
\hat{\lambda}_{c}=0.7181 & (\mathrm{ECSF}) \tag{23}
\end{array}
$$

The ESF critical parameter estimate (22) is $3.02 \%$ below the exact value (5), while the ECSF critical parameter estimate (23) is only $0.33 \%$ below the exact value (6). Hence for purposes that do not require high accuracy, the analytical estimation of critical parameter values can be performed
by employing formula (19), the cubic approximation to (14). An alternative (more specialized) analytical approximation formula that works very well for estimation of the ESF critical parameter value is derived and applied in Appendix $B$.
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## APPENDIX A: APPROXIMATION FOR $\lambda_{c}$ BY A RAYLEIGH-RITZ VARIATIONAL PROCEDURE

If one computes all expectation values with respect to the Rayleigh-Ritz trial form for the normalized ground state

$$
\begin{equation*}
\psi=\pi^{-1 / 2} \kappa^{3 / 2} e^{-\kappa r} \tag{A1}
\end{equation*}
$$

in which $\kappa$ is a disposable parameter, the virial theorem (7), the Hellmann-Feynman equation (8), and the implied equations [(9)-(15)] remain valid as exact relations. In fact, the Rayleigh-Ritz condition for $\kappa=\kappa(\lambda)$,

$$
\begin{equation*}
\frac{\partial \widetilde{E}}{\partial \kappa}=0 \tag{A2}
\end{equation*}
$$

with

$$
\begin{equation*}
\widetilde{E}=\widetilde{E}(\lambda, \kappa) \equiv \int \psi^{*} H \psi d^{3} x \tag{A3}
\end{equation*}
$$

is identical to the virial statement (7), because both equations pertain commonly to the invariance of the energy expectation value under the spatial dilatation transformations $r \rightarrow(1+\epsilon) r$. With $\tilde{\lambda}_{c}$ defined as the smallest positive root of the equation

$$
\begin{equation*}
\tilde{E}\left(\tilde{\lambda}_{c^{\prime}} \kappa\left(\tilde{\lambda}_{c}\right)=0\right. \tag{A4}
\end{equation*}
$$

one finds

$$
\begin{array}{ll}
\tilde{\lambda}_{c}=1.0000 & (\mathrm{ESF}) \\
\tilde{\lambda}_{c}=0.6437 & (\mathrm{ECSF}) \tag{A6}
\end{array}
$$

for the screening functions (3) and (4). The crude approximations shown in (A5) and (A6) are below the corresponding exact values (5) and (6) by about $16.0 \%$ and $10.7 \%$, respectively. Here the loss of Rayleigh-Ritz accuracy occurs in part when the root of (A4) is extracted, the slope function $\partial \widetilde{E} /\left.\partial \lambda\right|_{\lambda=\tilde{\lambda}_{c}} \equiv \widetilde{E}^{\prime}\left(\tilde{\lambda}_{c}\right)$ being a fraction of unity in either case, viz.

$$
\begin{array}{ll}
\widetilde{E}^{\prime}\left(\tilde{\lambda}_{c}\right)=0.1250 & (\mathrm{ESF}) \\
\widetilde{E}^{\prime}\left(\tilde{\lambda}_{c}\right)=0.4071 \quad(\mathrm{ECSF}) \tag{A8}
\end{array}
$$

## APPENDIX B: ALTERNATIVE ESTIMATION FORMULA FOR $\lambda_{c}$

For either screening function (3) or (4), the upper bound defined by

$$
\begin{equation*}
M \equiv \max _{0 \leq \lambda \leq \lambda_{c}}\left\{\lambda^{-1} \ln \left(\left[E^{\prime}(\lambda)\right]^{-1}\right)\right\} \tag{B1}
\end{equation*}
$$

is expressible as

$$
\begin{equation*}
M=\lambda_{c}^{-1} \ln \left(\left[E^{\prime}\left(\lambda_{c}\right)\right]^{-1}\right) \quad(<2) \tag{B2}
\end{equation*}
$$

as shown by straightforward consideration of the forms of
$E^{\prime}(\lambda)$ in the two cases. ${ }^{7}$ The differential inequality associated with (B1),

$$
\begin{equation*}
M \geq \lambda^{-1} \ln \left(\left[E^{\prime}(\lambda)\right]^{-1}\right) \quad\left(0 \leq \lambda \leq \lambda_{c}\right) \tag{B3}
\end{equation*}
$$

can be rearranged and integrated subject to $E(0)=-\frac{1}{2}$ to yield

$$
\begin{equation*}
E(\lambda) \geq-\frac{1}{2}+M^{-1}\left(1-e^{-M \lambda}\right) \tag{B4}
\end{equation*}
$$

By setting $\lambda=\lambda_{c}$ in (B4) and recalling that $E\left(\lambda_{c}\right)=0$, one finds

$$
\begin{equation*}
\lambda_{c} \leq \frac{1}{2}\left[1-E^{\prime}\left(\lambda_{c}\right)\right]^{-1} \ln \left(\left[E^{\prime}\left(\lambda_{c}\right)\right]^{-1}\right), \tag{B5}
\end{equation*}
$$

where $M$ has been eliminated by employing (B2). If one replaces $E^{\prime}\left(\lambda_{c}\right)$ by the Rayleigh-Ritz approximation $\widetilde{E}^{\prime}\left(\tilde{\lambda}_{c}\right)$, the right side of (B5) produces the quantity

$$
\begin{equation*}
\tilde{\lambda}_{c} \equiv \frac{1}{2}\left[1-\widetilde{E}^{\prime}\left(\tilde{\lambda}_{c}\right)\right]^{-1} \ln \left(\left[\widetilde{E}^{\prime}\left(\tilde{\lambda}_{c}\right)\right]^{-1}\right) \tag{B6}
\end{equation*}
$$

which can be expected to approximate $\lambda_{c}$. Indeed, for the ESF and ECSF Rayleigh-Ritz values (A7) and (A8), formula (B6) yields

$$
\begin{array}{ll}
\tilde{\lambda}_{c}=1.1883 & (\mathrm{ESF}) \\
\tilde{\lambda}_{c}=0.7579 & (\mathrm{ECSF}) \tag{B8}
\end{array}
$$

The ESF critical parameter estimate (B7) is only $0.19 \%$
below the exact value (5), while the ECSF critical parameter estimate (B8) is $5.19 \%$ above the exact value (6). ${ }^{7}$
'J. Piepenbrink, J. Math. Phys. 13, 1825 (1972); P. C. Hemmer, ibid. 14, 1140 (1973); R. Dutt, Phys. Lett. A 77, 229 (1980); J. Killingbeck and S. Galicia, J. Phys. A 13, 3419 (1980); V. L. Eletsky, V. S. Popov, and V. M. Weinberg, Phys. Lett. A 84, 235 (1981); C. S. Lai, Phys. Rev. A 23, 455 (1981); 26, 2245 (1982); A. Ray and P. P. Ray, Phys. Lett. A 83, 383 (1981); R. Dutt and Y. P. Varshni, J. Math. Phys. 25, 2563 (1984), and works cited therein.
${ }^{2}$ Here physical units are prescribed such that $\hbar^{2}=m$ and $Z e^{2}=1$ for an atom that has nuclear charge $+Z e$; hence the screening length $\lambda^{-1}$ is measured in units $\hbar^{2} / m Z e^{2}$ and the energy $E$ in units $m Z^{2} e^{4} / \hbar^{2}$.
${ }^{3}$ R. N. Kesarwani and Y. P. Varshni, J. Math. Phys. 19, 819 (1978).
${ }^{4}$ D. Singh and Y. P. Varshni, Phys. Rev. A 28, 2606 (1983).
${ }^{5}$ However, by applying the necessary condition on potentials for bound states [G. Rosen, Phys. Rev. Lett. 49, 1885 (1982)] $\int|V|^{3 / 2} d^{3} x>\left(\frac{3}{2}\right)^{3 / 2} \pi^{2} / 4$ to the ESF form with $V=-r^{-1} e^{-\lambda r}$, one obtains $\lambda<1.2138$, an immediate upper bound only $1.95 \%$ greater than (5). ${ }^{6}$ Energy estimations based on the virial and Hellmann-Feynmann relations have been made previously; see, e.g., G. Rosen, Phys. Rev. A 20, 1287 (1979), and works cited therein.
${ }^{7}$ Because $E^{\prime \prime}(0)=0$ for the ECSF shown in (4), the curly-bracketed quantity in (B1) vanishes at $\lambda=0$ for the ECSF case. On the other hand, $E^{\prime \prime}(0)=-\frac{3}{2}$ for the ESF shown in (3), and the curly-bracketed quantity in (B1) remains fairly close to $M$ over the range $0 \leq \lambda \leq \lambda_{c}$. This is why (B7) is much closer to (5) than (B8) is to (6).
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#### Abstract

A homogeneous isotropic dielectric body, placed in a uniform external electric field, will acquire a polarization $\mathbf{P}(\mathbf{r})$. If the body is an ellipsoid then $\mathbf{P}$ is uniform. A proof is presented showing that only ellipsoidal bodies have this property.


## I. INTRODUCTION

Let $\mathscr{R}$ be a region of space filled with a homogeneous isotropic dielectric. When placed in a (previously) uniform external electric field $\mathbf{E}_{0}$, the region will acquire a polarization $P(r)$ and an induced electric field $\mathbf{E}_{i}(\mathbf{r})$. If $\mathscr{R}$ is a sphere then $\mathbf{P}$ is uniform and parallel to $\mathbf{E}_{0}$. If $\mathscr{R}$ is an ellipsoid then $\mathbf{P}$ is also uniform; however $\mathbf{P}$ is parallel to $\mathbf{E}_{0}$ only if $\mathbf{E}_{0}$ lies along one of the principal axes of the ellipsoid. ${ }^{1}$

Suppose that $\mathscr{R}$ has the property that it acquires a uniform polarization $P$ under the influence of an arbitrary (previously) uniform external electric field $\mathbf{E}_{0}$. We know that all ellipsoids (with spheres as a special case) have this property. Apparently it is a "folk theorem" that $\mathscr{R}$ must be an ellipsoid. ${ }^{2}$ A recent step forward toward proving this theorem is due to Zapolsky. ${ }^{2}$ He considers a family of regions $\mathscr{R}$ whose bounding surfaces are given by

$$
(x / a)^{k}+(y / b)^{k}+(z / c)^{k}=\text { const }
$$

$k=2,4,6 \ldots$. Zapolsky then shows that, for this family, $\mathscr{R}$ has the desired property only for $k=2$ (i.e., if $\mathscr{R}$ is an ellipsoid).

The purpose of this article is to supply the proof that $\mathscr{R}$ must be an ellipsoid. To accomplish this, we first define a tensor $\alpha$ which essentially relates $\mathbf{P}$ to $\mathbf{E}_{i}$. We then show that, for a given $\alpha$, the shape of $\mathscr{R}$ is unique. Since an ellipsoid is known to be one possible such shape, it follows that $\mathscr{R}$ must be an ellipsoid.

## II. UNIQUENESS PROOF

Consider a dielectric object having a uniform isotropic permittivity and occupying a region of space $\mathscr{R}$. We assume that this object has the property of acquiring a uniform polarization $\mathbf{P}$ under the influence of any externally applied uniform electric field $\mathbf{E}_{0}$. There exist three mutually perpendicular directions such that $\mathbf{P}$ is parallel to $\mathbf{E}_{0}$; we take these to be the $x, y$, and $z$ axes.

The total electric field $\mathbf{E}$ is the sum of the applied field $\mathbf{E}_{0}$ and the induced electric field $\mathbf{E}_{i}$,

$$
\begin{equation*}
\mathbf{E}=\mathbf{E}_{0}+\mathbf{E}_{i} . \tag{1}
\end{equation*}
$$

The induced electric field $\mathbf{E}_{i}$, which is uniform within $\mathscr{R}$, is the electrostatic field due to the volume charge distribution

$$
\begin{equation*}
\rho_{i}=-\nabla \cdot \mathbf{P} \tag{2}
\end{equation*}
$$

Since $\mathbf{P}$ is uniform within $\mathscr{R}$ and vanishes outside $\mathscr{R}$, this volume charge distribution is equivalent to the surface charge distribution

$$
\begin{equation*}
\sigma_{i}=\mathbf{P} \cdot \mathbf{n}, \tag{3}
\end{equation*}
$$

where $\mathbf{n}$ is the unit outward normal to the surface of $\mathscr{R}$.
Suppose $\mathbf{E}_{0}=\mathbf{E}_{01}$ is in the positive $x$ direction. Then $\mathbf{P}=\mathbf{P}_{1}$ is in the positive $x$ direction and $\mathbf{E}_{i}=\mathbf{E}_{i 1}$ is in the negative $x$ direction (within $\mathscr{R}$ ). Let $V_{i 1}(\mathbf{r})$ be the potential associated with this induced electric field

$$
\begin{equation*}
\mathbf{E}_{i 1}=-\nabla V_{i 1} \tag{4}
\end{equation*}
$$

On the one hand, we can calculate $V_{i 1}$ from the induced charge distribution $\sigma_{i 1}=\mathbf{P}_{\mathbf{1}} \cdot \mathbf{n}=P_{\mathbf{1}} \mathbf{i} \cdot \mathbf{n}$,

$$
\begin{equation*}
V_{i 1}(\mathrm{r})=\int \frac{\sigma_{i 1}(\mathrm{~s})}{|\mathbf{r}-\mathrm{s}|} d A_{s}=P_{1} \int \frac{\mathrm{i} \cdot d \mathrm{~A}_{s}}{|\mathbf{r}-\mathrm{s}|} \tag{5}
\end{equation*}
$$

where $d \mathbf{A}_{s}=\mathbf{n} d A_{s}$ is the vectorial surface area element. On the other hand, since $\mathbf{E}_{i 1}$ is uniform and in the negative $\boldsymbol{x}$ direction, $V_{i 1}$ must be a linear increasing function of $x$ (within $\mathscr{R}$ ),

$$
\begin{equation*}
V_{i 1}=P_{1}\left(\alpha_{1} x+\beta_{1}\right), \quad \alpha_{1} \text { and } \beta_{1} \text { constants. } \tag{6}
\end{equation*}
$$

Here the positive factor $P_{1}$ has been inserted for convenience and $\alpha_{1}>0$. From Eqs. (5) and (6) we have (dividing by $P_{1}$ and multiplying by i)

$$
\begin{equation*}
\int \frac{\mathrm{i} i \cdot d \mathbf{A}_{s}}{|\mathbf{r}-\mathbf{s}|}=\left(\alpha_{1} x+\beta_{1}\right) \mathbf{i} \quad(\mathbf{r} \in \mathscr{R}) \tag{7}
\end{equation*}
$$

Similar results hold if $\mathbf{E}_{0}$ is in the positive $y$ or $z$ directions. Adding these three relations and making use of the fact that $\mathbf{i i}+\mathbf{j} \mathbf{j}+\mathbf{k k}=\mathrm{I}$ (the unit tensor), one obtains

$$
\begin{equation*}
\int \frac{d \mathbf{A}_{s}}{|\mathbf{r}-\mathbf{s}|}=\boldsymbol{\alpha} \cdot \mathbf{r}+\boldsymbol{\beta} \quad(\mathbf{r} \in \mathscr{R}) \tag{8}
\end{equation*}
$$

Here

$$
\begin{align*}
& \alpha=\alpha_{1} \mathbf{i}+\alpha_{2} \mathbf{j} \mathbf{j}+\alpha_{3} \mathbf{k} \mathbf{k}  \tag{9a}\\
& \boldsymbol{\beta}=\beta_{1} \mathbf{i}+\beta_{2} \mathbf{j}+\beta_{3} \mathbf{k} . \tag{9b}
\end{align*}
$$

Note that both the positive definite symmetric tensor $\alpha$ and the vector $\beta$ are independent of $r$. In Eq. (8) the $\beta \cdot r$ term may be transformed away by shifting the origin: $\mathbf{r}^{\prime}=\mathbf{r}+\alpha^{-1} \cdot \boldsymbol{\beta}$. Dropping the prime,

$$
\begin{equation*}
\int \frac{d \mathbf{A}_{s}}{|\mathbf{r}-\mathbf{s}|}=\boldsymbol{\alpha} \cdot \mathbf{r} \quad(\mathbf{r} \in \mathscr{R}) \tag{10}
\end{equation*}
$$

We shall refer to this new origin as the "center $C$." Using Gauss' theorem the left-hand side of Eq. (10) may be transformed into a volume integral,

$$
\begin{equation*}
\int \frac{\mathbf{r}-\mathbf{s}}{|\mathbf{r}-\mathbf{s}|^{3}} d \tau_{s}=\boldsymbol{\alpha} \cdot \mathbf{r} \quad(\mathbf{r} \in \mathscr{R}) \tag{11}
\end{equation*}
$$

where $d \tau_{s}$ is the volume element and the integration is over the region $\mathscr{R}$.


FIG. 1. (a) Region $\mathscr{R}$ is positioned so that its center $C$ coincides with the center $C^{\prime}$ of region $\mathscr{R}^{\prime}$. (b) Region $\mathscr{R}^{\prime}$ is stretched uniformly about its center $C$ until $\mathscr{R}^{\prime}$ just contains $\mathscr{R}$. Here $P$ is the common tangent point to the surfaces of the two regions.

Two interesting facts may be immediately deduced from Eq. (11).
(i) Integrate both sides $f() d \tau_{r}$ over the region $\mathscr{R}$. The left-hand side vanishes by the antisymmetry in ( $\mathbf{r}, \mathbf{s}$ ). Thus

$$
\begin{equation*}
\int \mathrm{r} d \tau_{r}=0 \tag{12}
\end{equation*}
$$

This shows that the center $C$ must lie at the centroid of the region $\mathscr{R}$. It does not follow that $C$ must be in $\mathscr{R}$ since $\mathscr{R}$ might be nonconvex or even multiply connected.
(ii) Take the divergence ( with respect to $\mathbf{r}$ ). This gives

$$
\int 4 \pi \delta(\mathbf{r}-\mathbf{s}) d \tau_{s}=\operatorname{Tr}(\alpha) \quad(\mathbf{r} \in \mathscr{R})
$$

Now the quantities ( $\alpha_{1}, \alpha_{2}, \alpha_{3}$ ) are simply the "depolarization factors" ( $N_{x}, N_{y}, N_{z}$ ); see Eq. (6). Thus one recovers the well-known sum rule ${ }^{3}$

$$
\begin{equation*}
N_{x}+N_{y}+N_{z}=4 \pi \tag{13}
\end{equation*}
$$

Equation (11) may be interpreted as the electrostatic field

$$
\begin{equation*}
\mathscr{E}(\mathbf{r})=\boldsymbol{\alpha} \cdot \mathbf{r} \tag{14}
\end{equation*}
$$

due to the volume charge distribution

$$
\rho(\mathbf{r})= \begin{cases}1 & (\mathbf{r} \in \mathscr{R})  \tag{15}\\ 0 & (\mathbf{r} \notin \mathscr{R})\end{cases}
$$

The potential $\mathscr{V}(\mathbf{r})$ associated with the electric field $\mathscr{E}(\mathbf{r})$ is, from (14),

$$
\begin{equation*}
\mathscr{V}(\mathbf{r})=-\frac{1}{2} \mathbf{r} \cdot \alpha \cdot \mathbf{r}+\mathscr{V}_{0} \quad(\mathbf{r} \in \mathscr{R}) \tag{16}
\end{equation*}
$$

where $\mathscr{V}_{0}$ is a constant chosen so as to ensure that the reference potential is $\mathscr{V}(\infty)=0$ [note that $\mathscr{V}_{0}$ has the significance of $\mathscr{V}(\mathbf{r}=0)$ only if $C$ lies within $\mathscr{R}]$. The potential $\mathscr{V}(\mathbf{r})$ may also be expressed in terms of its sources (15),

$$
\begin{equation*}
\mathscr{V}(\mathbf{r})=\int \frac{1}{|\mathbf{r}-\mathbf{s}|} d \tau_{s} \tag{17}
\end{equation*}
$$

We have shown that the region $\mathscr{R}$ must be of such a shape that if it is uniformly charged [according to Eq. (15)], the resulting electrostatic field $\mathscr{E}(r)$ will be a linear function of $\mathbf{r}$ (for $\mathbf{r} \in \mathscr{R}$ ) according to Eq. (14). We shall now show that this property is preserved (with the same $C$ and $\alpha$ ) under a uniform stretching (or compressing) of the region $\mathscr{R}$ about the center $C$. It is sufficient to consider an infinitesimal such stretching; a finite one can always be constructed by integration of the infinitesimal case. Under such an infinitesimal uniform stretching the position vector $s$ of a point on the surface of $\mathscr{R}$ changes to $s^{\prime}$ :

$$
\begin{equation*}
\mathbf{s}^{\prime}=(1+\lambda) \mathbf{s} \quad(\lambda \text { infinitesimal }) . \tag{18}
\end{equation*}
$$

The new potential $\mathscr{V}^{\prime}(r)$ is, from Eq. (17),

$$
\begin{equation*}
\mathscr{V}^{\prime}(\mathbf{r})=\mathscr{V}(\mathbf{r})+\lambda \int \frac{\mathbf{s} \cdot d \mathbf{A}_{s}}{|\mathbf{r}-\mathbf{s}|} \tag{19}
\end{equation*}
$$

The last term is the contribution due to the additional volume which consists of a "shell" of thickness $\lambda s \cdot n$. Using Gauss' theorem and Eqs. (10), (16), and (17) one has

$$
\begin{align*}
& \mathscr{V}^{\prime}(\mathbf{r})=\mathscr{V}(\mathbf{r})-\lambda \int \frac{(\mathbf{r}-\mathbf{s}) \cdot d \mathbf{A}_{s}}{|\mathbf{r}-\mathbf{s}|}+\lambda \mathbf{r} \cdot \int \frac{d \mathbf{A}_{s}}{|\mathbf{r}-\mathbf{s}|} \\
& \mathscr{V}^{\prime}(\mathbf{r})=\mathscr{V}(\mathbf{r})+2 \lambda \int \frac{d \tau_{s}}{|\mathbf{r}-\mathbf{s}|}+\lambda \mathbf{r} \cdot \alpha \cdot \mathbf{r}  \tag{20}\\
& \mathscr{V}^{\prime}(\mathbf{r})=\mathscr{V}(\mathbf{r})+2 \lambda\left(-\frac{1}{2} \mathbf{r} \cdot \alpha \cdot \mathbf{r}+\mathscr{V}_{0}\right)+\lambda \mathbf{r} \cdot \boldsymbol{\alpha} \cdot \mathbf{r}, \\
& \mathscr{V}^{\prime}(\mathbf{r})=\mathscr{V}(\mathbf{r})+2 \lambda \mathscr{V}_{0} .
\end{align*}
$$

Since $\mathscr{V}(\mathbf{r})$ changes by only an additive constant (for $\mathrm{r} \in \mathscr{R}$ ), the new electric field $\mathscr{C}^{\prime}(\mathbf{r})$ is again given by Eq. (14) with the same $C$ and $\alpha$.

We shall now show that, given the tensor $\alpha$, the shape of the region $\mathscr{R}$ is uniquely determined. For a given tensor $\alpha$ we assume the existence of at least one convex region $\mathscr{R}^{\prime}$ with the property that if it is uniformly charged with charge density $\rho^{\prime}(\mathbf{r})$ according to Eq. (15), the associated electric field $\mathscr{E}^{\prime}(\mathbf{r})$ will be given by Eq. (14) for $\mathrm{r} \in \mathscr{R}^{\prime}$. (The known ellipsoidal solution is an example of such a convex region $\mathscr{R}^{\prime}$.) Referring to Fig. 1 (a), we position the original region $\mathscr{R}$ so that its center $C$ coincides with the center $C^{\prime}$ of $\mathscr{R}^{\prime}$ (although $C^{\prime}$ must lie within $\mathscr{R}^{\prime}$, we allow the possibility of $C$ not lying within $\mathscr{R}$ ). Now we stretch (or compress) the region $\mathscr{R}^{\prime}$ uniformly about C' until $\mathscr{R}$ ' just contains $\mathscr{R}$ as shown in Fig. 1 (b). This procedure does not alter the shape of $\mathscr{R}^{\prime}$, the location of $C^{\prime}$, and the tensor $\alpha$ associated with $\mathscr{R}^{\prime}$. Denote the common tangent point to the surfaces of $\mathscr{R}$ and $\mathscr{R}^{\prime}$ by $P$ as shown. Now consider the "difference problem" whose charge density is

$$
\rho^{\prime \prime}(\mathbf{r})=\rho^{\prime}(\mathbf{r})-\rho(\mathbf{r})= \begin{cases}1 & \left\{\mathbf{r} \in\left(\mathscr{R}^{\prime}-\mathscr{R}\right)\right\}  \tag{21}\\ 0 & \left\{\mathbf{r} \not\left(\mathscr{R}^{\prime}-\mathscr{R}\right)\right\}\end{cases}
$$

since $\mathscr{R} \subseteq \mathscr{R}^{\prime}$. By superposition the associated electric field, $\mathscr{C}^{\prime \prime}=\mathscr{E}^{\prime}-\mathscr{E}$, must vanish for all $\mathbf{r} \in \mathscr{R}$. In particular, we have $\mathscr{C}^{\prime \prime}=0$ at $P$. But this is a contradiction (unless $\rho^{\prime \prime}=0$ everywhere) because all the charge is positive and lies on one side of the tangent plane at $P$. Therefore $\mathscr{R}^{\prime}-\mathscr{R}=0$, i.e., the two regions must coincide. Thus choosing $\mathscr{R}^{\prime}$ to be the
known ellipsoidal solution, we can conclude that $\mathscr{B}$ must be an ellipsoid.

## III. CONCLUSION

We have investigated the possible shape of a region $\mathscr{R}$, filled with a homogeneous isotropic dielectric, which has the property of acquiring a uniform polarization $\mathbf{P}$ under the influence of an arbitrary (previously) uniform electric field
$\mathbf{E}_{0}$. It is well known that ellipsoids have this property. By demonstrating the uniqueness of the shape of $\mathscr{R}$, we have shown that $\mathscr{R}$ must be an ellipsoid.
${ }^{1}$ A. M. Portis, Electromagnetic Fields: Sources and Media (Wiley, New York, 1978), pp. 135 and 136.
${ }^{2}$ H. S. Zapolsky, Am. J. Phys. 55, 77, 1987.
${ }^{3}$ I am indebted to H. S. Zapolsky for pointing out that the sum rule can be obtained in this manner.
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The model of an electron bound to an impurity (or to a core hole) and interacting with a boson field is analyzed in terms of bosonic variables symmetry adapted to the spherical symmetry about the impurity center. It is shown that the use of this appropriate set of variables considerably simplifies the solution of the variational problem based on a Lee-Low-Pines-type of ansatz for the ground-state variational wave function.

## I. INTRODUCTION

Quasiparticle excitations may sometimes be envisaged as built up by coupling a bare electron (or hole) to a boson field. Well-known examples are the polaron ${ }^{1}$ and the plasmaron ${ }^{2}$ where the "dressing" of the bare excitation is provided by the coupling to (optical) phonons and to plasmons, respectively. In all cases one starts by reducing the problem to the solution of a model Hamiltonian with a linear coupling between the bare particle and the boson field, and then proceeds to determine its ground state and lowest excited states by a variational procedure. Methods of solution differ at this stage, as they are based either on the use of the so-called "coherent states" ${ }^{3}$ or on the Feynman path integral approach. ${ }^{4}$

In the problem above one can take full advantage of the conservation of the total linear momentum since the medium in which the bare particle is embedded is regarded as being homogeneous and isotropic. The presence of an impurity center (such as a localized core hole) spoils, however, the conservation of linear momentum and makes it apparently more difficult to solve the variational problem. In particular, if the additional interaction between the bare particle and the impurity center can sustain bound states, one is interested in determining the binding energy of the bound quasiparticle. Examples are the bound polaron in ionic insulators and (core) excitons in semiconductors.

Since the presence of an impurity center destroys the homogeneity but not the isotropy, the total angular momentum about the impurity center is still a conserved quantity and one may make use of this conservation explicitly to simplify the solution of the variational problem. As previous treatments of this problem based on the use of coherent states ${ }^{5,6}$ do not seem to have fully exploited the conservation of angular momentum, we provide in this note the mathematical framework based on this conservation law. Possible applications (such as to the physics of the metallic rare earths) and extensions to systems with lower symmetry remain open.

## II. ANGULAR VARIABLES FOR THE BOSON FIELD

For the sake of definiteness, we consider the problem of an electron and a core hole (or impurity) localized at $\mathbf{r}=0$,

[^11]which interact among themselves through a spherically symmetric bare potential $v_{b}(r)$. Both particles are also coupled to a plasmon field which provides the screening to $v_{b}(r)$. The total Hamiltonian can be written as ${ }^{2,7,8}(\hbar=1)$
\[

$$
\begin{align*}
\hat{H}= & \frac{\mathbf{p}^{2}}{2 m^{*}}+v_{b}(r)+\sum_{\mathbf{k}} \omega_{|\mathbf{k}|} \hat{a}_{\mathbf{k}}^{\dagger} \hat{a}_{\mathbf{k}} \\
& +\sum_{\mathbf{k}}\left(W_{\mathbf{k}}(\mathbf{r}) \hat{a}_{\mathbf{k}}+W_{\mathbf{k}}^{*}(\mathbf{r}) \hat{a}_{\mathbf{k}}^{\dagger}\right) . \tag{2.1}
\end{align*}
$$
\]

Here $\hat{a}_{\mathbf{k}}$ and $\hat{a}_{\mathbf{k}}^{\dagger}$ are annihilation and creation operators for plasmons with wave vector $k$ that satisfy the usual commutation relation

$$
\begin{equation*}
\left[\hat{a}_{\mathbf{k}}, \hat{a}_{\mathbf{k}^{\prime}}^{\dagger}\right]=\delta_{\mathbf{k}, \mathbf{k}^{\prime}} ; \tag{2.2}
\end{equation*}
$$

$\omega_{|\mathbf{k}|}$ is the plasmon dispersion relation that we may conveniently take of the form ${ }^{8}$

$$
\begin{equation*}
\omega_{|\mathbf{k}|}=\omega_{p}+\mathbf{k}^{2} / 2 m \tag{2.3}
\end{equation*}
$$

where $\omega_{p}$ is the plasma frequency and $m$ is the (bare) electronic mass; $W_{\mathrm{k}}(\mathrm{r})$ is the coupling between the electron ( $e$ ) and the core hole ( $h$ ) with the plasmons

$$
\begin{equation*}
W_{\mathbf{k}}(\mathbf{r})=V_{\mathbf{k}}^{e}(\mathbf{r})+V_{|\mathbf{k}|}^{h}, \tag{2.4}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{\mathbf{k}}^{e}(\mathbf{r})=\bar{V}_{|\mathbf{k}|}^{e} e^{i \mathbf{k} \cdot}, \\
& \bar{V}_{\mathbf{k}}^{e}=\left[\omega(\mathbf{k}) \omega_{\rho}^{2} / 2 \Omega \omega_{|\mathbf{k}|}\right]^{1 / 2}, \tag{2.5}
\end{align*}
$$

and

$$
\begin{equation*}
V_{|\mathbf{k}|}^{h}=-S_{c}(|\mathbf{k}|) \bar{V}_{|\mathbf{k}|}^{e} \tag{2.6}
\end{equation*}
$$

$\theta(\mathbf{k})=4 \pi e^{2} / k^{2}$ being the Fourier transform of the Coulomb potential, $\Omega$ the (quantization) volume, and $S_{c}(|\mathbf{k}|)$ the structure factor of the core hole. In Eq. (2.1) the effective electronic mass $m^{*}$ includes possible band-structure effects.

The model Hamiltonian (2.1) treats the excitations of the (metallic) background, wherein the electron and the impurity center are embedded, in terms of "collective variables." ${ }^{\text {" }}$ Other forms of the coupling (2.5) are possible when the background represents, e.g., electron-hole pair excitations in a semiconductor ${ }^{10}$ or optical phonons in an ionic material. ${ }^{1}$ In all cases the Hamiltonian can be cast in the form (2.1).

In the absence of the electron, the Hamiltonian that results from (2.1) describes the relaxation about the impurity and can be solved exactly in terms of "displaced" plasmon oscillators. ${ }^{11}$ When the sole electron is present, on the other
hand, the Hamiltonian that results from (2.1) commutes with the total linear momentum operator

$$
\begin{equation*}
\widehat{\mathscr{P}}=-i \boldsymbol{\nabla}+\sum_{\mathbf{k}} \mathbf{k} \hat{a}_{\mathbf{k}}^{\dagger} \hat{a}_{\mathbf{k}} \tag{2.7}
\end{equation*}
$$

because virtual creations or absorptions of plasmons are compensated by the recoil of the electron. This fact is indeed essential for the variational treatment in terms of coherent states ${ }^{3}$ in order to obtain the effective mass of the electron due to "dressing" by the boson field, i.e., for obtaining not only the ground state but also the low-lying excited states of the Hamiltonian.

Since the medium about the impurity center is isotropic [cf., Eqs. (2.3) and (2.6)], the Hamiltonian (2.1) should not be affected by rotating the electron and the medium simultaneously about the center. To show this invariance explicitly, it is convenient first to rewrite Eq. (2.1) in an alternative form by transforming canonically the boson operators into the angular momentum representation:

$$
\begin{align*}
& \hat{a}(k \ell m)=k\left[\frac{\Omega}{(2 \pi)^{3}}\right]^{1 / 2} \int_{4 \pi} d \hat{k} Y_{\ell m}^{*}(\hat{k}) \hat{a}_{\mathbf{k}} \\
& \hat{a}^{\dagger}(k \ell m)=k\left[\frac{\Omega}{(2 \pi)^{3}}\right]^{1 / 2} \int_{4 \pi} d \hat{k} Y_{\ell m}(\hat{k}) \hat{a}_{\mathbf{k}}^{\dagger} \tag{2.8}
\end{align*}
$$

where the tilde signifies that taking the continuum limit is understood before performing the angular integration. One may readily verify that the new operators satisfy the commutation relation

$$
\begin{equation*}
\left[\hat{a}(k \ell m), \hat{a}^{\dagger}\left(k^{\prime} \ell^{\prime} m^{\prime}\right)\right]=\delta\left(k-k^{\prime}\right) \delta_{\ell \ell^{\prime}} \delta_{m m^{\prime}} \tag{2.9}
\end{equation*}
$$

Expanding the plane wave in Eq. (2.5) into spherical harmonics of $\hat{k}$ and $\hat{r}$ and using the orthonormality of the spherical harmonics, we can then rewrite the Hamiltonian (2.1) as follows:

$$
\begin{align*}
\hat{H}= & \frac{\mathbf{p}^{2}}{2 m^{*}}+v_{b}(r)+\int_{0}^{\infty} d k \omega_{k} \sum_{\ell_{m}} \hat{a}^{\dagger}(k \ell m) \hat{a}(k \ell m) \\
& +\int_{0}^{\infty} d k \mathscr{V}_{k 0}^{h}\left(\hat{a}(k 0)+\hat{a}^{\dagger}(k 0)\right) \\
& +\int_{0}^{\infty} d k \sum_{\ell m}\left(\mathscr{V}_{k \ell m}^{e}(\mathbf{r}) \hat{a}(k \ell m)\right. \\
& \left.+\mathscr{V}_{k \ell m}^{e}(\mathbf{r})^{*} \hat{a}^{\dagger}(k \ell m)\right), \tag{2.10}
\end{align*}
$$

where we have introduced the notation

$$
\begin{align*}
& \mathscr{V}_{k l m}^{e}(\mathbf{r})=\mathscr{V}_{k l}^{e}(r) Y_{l m}(\hat{r}) \\
& \mathscr{V}_{k l}^{e}(r)=4 \pi k\left[\frac{\Omega}{(2 \pi)^{3}}\right]^{1 / 2} \bar{V}_{|\mathbf{k}|}^{e} i^{l} j_{l}(k r) \tag{2.11}
\end{align*}
$$

and

$$
\begin{equation*}
\mathscr{V}_{k 0}^{h}=4 \pi k\left[\Omega /(2 \pi)^{3}\right]^{1 / 2} V_{|\mathbf{k}|}^{h} Y_{00}(\hat{r}) \tag{2.12}
\end{equation*}
$$

$j_{l}(k r)$ being the spherical Bessel function of order $l$ and $i$ the imaginary unit. Notice that Eq. (2.10) allows one to analyze the plasmon relaxation into multipole components. By the same token, one sees from Eq. (2.10) that only the "monopole" relaxation couples to the spherically symmetric core hole.

Simultaneous rotations of the electron and the plasmon
background can now be achieved in terms of the total angular momentum operators

$$
\begin{align*}
\hat{L}_{+}= & \ell_{+}+\int_{0}^{\infty} d k \sum_{l m}[\ell(\ell+1)-m(m+1)]^{1 / 2} \\
& \times \hat{a}^{\dagger}(k \ell m+1) \hat{a}(k \ell m) \\
\hat{L}_{-}= & \ell_{-}+\int_{0}^{\infty} d k \sum_{\ell m}[\ell(\ell+1)-m(m-1)]^{1 / 2} \\
& \times \hat{a}^{\dagger}(k \ell m-1) \hat{a}(k \ell m) \\
\hat{L}_{z}= & \ell_{z}+\int_{0}^{\infty} d k \sum_{\ell m} m \hat{a}^{\dagger}(k \ell m) \hat{a}(k \ell m), \tag{2.13}
\end{align*}
$$

where $\ell=-i \mathbf{r} \times \nabla$ is the angular momentum operator for the electron and $\ell_{ \pm}=\ell_{x} \pm i \ell_{y}$. It may be verified that the operators ( 2.13 ) correctly satisfy the usual commutation relations ( $\hbar=1$ )

$$
\begin{align*}
& {\left[\hat{L}_{z}, \hat{L}_{+}\right]=\widehat{L}_{+}, \quad\left[\hat{L}_{z}, \hat{L}_{-}\right]=-\widehat{L}_{-}}  \tag{2.14}\\
& {\left[\widehat{L}_{+}, \widehat{L}_{-}\right]=2 \widehat{L}_{z}}
\end{align*}
$$

which justifies identifying them as angular momentum operators in the first place. It may also be verified that the Hamiltonian (2.10) commutes with the operators (2.13), the angular momentum quanta absorbed or released by the plasmon field being exactly compensated by the recoil of the electron. How this conservation law can be exploited to simplify the solution to the variational problem will be considered in the next section.

## III. SOLUTION TO THE VARIATIONAL PROBLEM IN ANGULAR VARIABLES

We look for a variational solution to the model Hamiltonian (2.10) based on the ansatz

$$
\begin{equation*}
|\Phi(\mathbf{r})\rangle_{L M}=\exp \{\underset{\sim}{\underset{S}{S}}(\mathbf{r})\}|0\rangle \psi_{L M}(\mathbf{r}) \tag{3.1}
\end{equation*}
$$

Here $|0\rangle$ denotes the ground state of the free-boson field, $\psi_{L M}(r)$ is a single-particle wave function to be specified below, and $\hat{S}(r)$ is taken to be linear in the bosons operators in analogy with the exact solution to the core-hole problem. ${ }^{11}$ The symmetry labels $L M$ for the rotation group are common to both sides of Eq. (3.1) since the operator $\underset{\sim}{\hat{S}}(\mathrm{r})$ is assumed to be an invariant of that group, namely, to sãtisfy the condition

$$
\begin{equation*}
\left[\hat{L}_{\alpha}, \underset{\sim}{\hat{S}}(\mathrm{r})\right]=0 \tag{3.2}
\end{equation*}
$$

where the label $\alpha$ distinguishes the three operators (2.13). The ansatz (3.1) is then understood to hold for the lowest state of each symmetry. It may be verified that the (antiHermitian) choice

$$
\begin{equation*}
\hat{\underset{\sim}{S}}(\mathbf{r})=\int_{0}^{\infty} d k \sum_{\ell m}\left(f_{k l m}(\mathbf{r}) \hat{a}(k \ell m)-{\underset{\sim}{f}}_{k l m}^{*}(\mathbf{r}) \hat{a}^{\dagger}(k \ell m)\right) \tag{3.3}
\end{equation*}
$$

satisfies the requirement (3.2) provided the functions $f_{\text {klm }}(\mathbf{r})$ belong to the symmetry species lm of the rotation group:

$$
\begin{equation*}
f_{k l m}(\mathbf{r})=f_{k e}(r) Y_{\ell m}(\hat{r}) \tag{3.4}
\end{equation*}
$$

By minimizing the expectation value of the Hamiltonian (2.10) for the state (3.1) one obtains a set of coupled differ-
ential equations for the unknown functions $f_{k e m}(\mathbf{r})$ and $\psi_{L M}(\mathbf{r})$ which need to be solved self-consistently:

$$
\begin{align*}
& -\frac{1}{2 m^{*}} \nabla^{2} f_{k l m}(\mathbf{r})+\omega_{k} f_{k l m}(\mathbf{r}) \\
& \quad-\frac{1}{m^{*}} \nabla f_{k e m}(\mathbf{r}) \cdot \frac{\nabla \psi_{L M}^{*}(\mathbf{r})}{\psi_{L M}^{*}(\mathbf{r})}+i \ddot{j}(\mathbf{r}) \cdot \nabla f_{k e m}(\mathbf{r}) \\
& \quad+\frac{i}{2} f_{k \ell m}(\mathbf{r}) \frac{\nabla \cdot\left(\left|\psi_{L M}(\mathbf{r})\right|^{2}(\mathbf{j}) \mid\right.}{\left|\psi_{L M}(\mathbf{r})\right|^{2}}+\frac{1}{4 m^{*}} f_{k l m}(\mathbf{r}) \\
& \quad \times \frac{\nabla \cdot\left(\psi_{L M}^{*}(\mathbf{r}) \nabla \psi_{L M}(\mathbf{r})-\psi_{L M}(\mathbf{r}) \nabla \psi_{L M}^{*}(\mathbf{r})\right)}{\left|\psi_{L M}(\mathbf{r})\right|^{2}} \\
& \quad=\mathscr{V}_{k e m}^{e}(\mathbf{r})+\mathscr{V}_{k 0}^{h} \delta_{l, 0}, \tag{3.5a}
\end{align*}
$$

and
$\left[\left(1 / 2 m^{*}\right)\left(-i \nabla+m^{*} \mathbf{j}(\mathbf{r})\right)^{2}+v_{\text {eff }}(r)-E\right] \psi_{L M}(\mathbf{r})=0$.
In Eqs. (3.5) $\mathbf{j}(\mathbf{r})$ has the form of a "plasmon current"

$$
\begin{align*}
& \mathbf{j}(\mathbf{r})=\frac{1}{2 i m^{*}} \int_{0}^{\infty} d k \sum_{\ell m}\left(f_{k l m}(\mathbf{r}) \nabla f_{\sim}^{*} \epsilon_{m}(\mathbf{r})\right. \\
& \left.-f_{\sim}^{*} \ell_{m}(\mathbf{r}) \nabla f_{k l m}(\mathbf{r})\right) \text {, } \tag{3.6}
\end{align*}
$$

while $v_{\text {eff }}(r)$ indicates the (spherically symmetric) effective potential seen by the electron

$$
\begin{align*}
\vartheta_{\text {eff }}(r)= & \vartheta_{b}(r)+\frac{1}{2 m^{*}} \int_{0}^{\infty} d k \sum_{l_{m}} \nabla f_{\sim}^{*}(r) \cdot \nabla f_{k l m}(\mathbf{r}) \\
& +\int_{0}^{\infty} d k \omega_{k} \sum_{l_{m}} f_{k l m}^{*}(\mathbf{r}) f_{k l m}(\mathbf{r}) \\
& -\int_{0}^{\infty} d k \sum_{\ell m}\left[\left(\mathscr{V}_{k l m}^{e}(\mathbf{r})+\mathscr{V}_{k 0}^{h} \delta_{l, 0}\right) f_{\sim}^{*}(\mathbf{r})\right. \\
& \left.+\left(\mathscr{V}_{k l m}^{e}(\mathbf{r})+\mathscr{V}_{k 0}^{h} \delta_{l, 0}\right)^{*} f_{k l m}(\mathbf{r})\right] \tag{3.7}
\end{align*}
$$

Notice that Eq. (3.5a) is inhomogeneous owing to the presence of the coupling terms at its right-hand side. We shall specifically be concerned with finding a particular solution to this equation because we require on physical grounds the functions $f_{k e_{m}}(\mathbf{r})$ to vanish if the coupling terms are allowed to vanish. Equation (3.5b), on the other hand, has the form of an ordinary single-particle Schrödinger equation where the energy parameter $E$ originates from the subsidiary normalization condition of the trial eigenfunction (3.1).

The structure of Eq. (3.5a) can be simplified as follows. We notice at the outset that the last term at its left-hand side actually vanishes if we take

$$
\begin{equation*}
\psi_{L M}(\mathbf{r})=R_{L}(r) Y_{L M}(\hat{r}) \tag{3.8}
\end{equation*}
$$

with $R_{L}(r)$ real. The constant hole coupling term at the right-hand side of Eq. (3.5a) may also be eliminated by setting

$$
\begin{equation*}
f_{\sim k l m}(\mathbf{r})=f_{\sim}^{e} e_{l m}(\mathbf{r})+\left(\mathscr{V}_{k 0}^{h} / \omega_{k}\right) \delta_{l, 0}, \tag{3.9}
\end{equation*}
$$

whereby Eq. (3.5a) becomes an equation for the electronic part $f_{k e m}^{e}(\mathbf{r})$ only. The resulting equation is still quite complicated to solve, being apparently nonlinear in the set of functions $f_{k \in n}^{e}(\mathbf{r})$ owing to the presence of the current (3.6). However, by exploiting the geometrical as well the dynamical symmetry of the problem at hand we can prove
that both the transverse and the radial components of $\mathbf{j}(\mathbf{r})$ vanish identically, i.e.,

$$
\begin{equation*}
\underset{\sim}{\mathbf{j}}(\mathbf{r})=0 . \tag{3.10}
\end{equation*}
$$

The vanishing of the transverse component of $\mathbf{j}(\mathbf{r})$ follows from the identity

$$
\begin{align*}
& \sum_{m=-\ell}^{e} \boldsymbol{Y}_{\ell_{m}}(\hat{r}) \frac{\partial}{\partial \theta} Y_{\ell_{m}}^{*}(\hat{r}) \\
& \quad=\sum_{m=-\ell}^{e} \boldsymbol{Y}_{\ell m}(\hat{r}) \frac{\partial}{\partial \varphi} \boldsymbol{Y}_{\ell_{m}}^{*}(\hat{r})=0, \tag{3.11}
\end{align*}
$$

where $\theta$ and $\varphi$ are the spherical angles. Equation (3.11), in turn, follows from the property of the spherical harmonics under time reversal and from the addition theorem they satisfy. On the other hand, the radial component of $\mathbf{j}(\mathbf{r})$

$$
\begin{align*}
\hat{r} \cdot \mathbf{j}(\mathbf{r})= & \frac{1}{2 i m^{*}} \int_{0}^{\infty} d k \sum \frac{(2 \ell+1)}{4 \pi}\left(f_{k e}(r) \frac{d}{d r} f_{k \ell}^{*}(r)\right. \\
& \left.-f_{* k e}^{*}(r) \frac{d}{d r} f_{k \ell}(r)\right) \tag{3.12}
\end{align*}
$$

also vanishes provided the radial functions $f_{k e}(r)$ can be taken to be either real or purely imaginary. Assuming this to be true, we can verify that the solutions of the resulting equation are consistent with this assumption. In fact, making use of Eq. (3.10) and averaging over $M$ we obtain a radial equation for $f_{k e}^{e}(r)$ (Ref. 12):

$$
\begin{align*}
& -\frac{1}{2 m^{*}}\left[\frac{1}{r} \frac{d^{2}}{d r^{2}}\left(r f_{k \ell}^{e}(r)\right)-\frac{\ell(\ell+1)}{r^{2}} f_{k \ell}^{e}(r)\right] \\
& \quad+\omega_{k} f_{\mathcal{L}}^{e}(r)-\frac{1}{m^{*}} \frac{1}{R_{L}(r)} \frac{d R_{L}(r)}{d r} \frac{d}{d r} f_{\sim}^{e}(r) \\
& \quad=\mathscr{V}_{k \ell}^{e}(r), \tag{3.13}
\end{align*}
$$

whose solutions are either real or purely imaginary for even or odd values of $\ell$, respectively, reflecting a similar property of the source term [cf. Eq. (2.11b)].

The following features can be inferred from Eq. (3.13).
(i) Equation (3.13) is linear in $f_{k e}^{e}(r)$ and thus it possesses only one solution for all values of the parameters $m^{*}$ and $\bar{V}_{k}^{e}$ (Ref. 13).
(ii) Solutions for increasing $\ell(>0)$ are expected to be progressively suppressed in the region about the core hole and thus they will not contribute appreciably to the relevant portion of the effective potential (3.7) if $R_{L}(r)$ is sufficiently localized.
(iii) In the limit of large $m^{*}$ values there is a cancellation between the plasmon relaxations due to the core hole and to the electron.

The properties of the spherical harmonics can also be used to rewrite the effective potential (3.7) in an explicitly invariant form, as shown in the Appendix.

## IV. CLOSE-FORM SOLUTION FOR A PARTICULAR CLASS OF SINGLE-PARTICLE ORBITALS

We have shown above that symmetry arguments allow us to reduce the coupled set of equations (3.5) to the simpler radial equations (3.13) and (A4). Solution to these equations has still to be tackled numerically unless the orbital
$R_{L}(r)$ is restricted, e.g., to a simple hydrogenic form when $\sigma_{b}$ is a Coulombic potential:

$$
\begin{equation*}
R_{L}(r)=A_{L} r^{L} e^{-\gamma r} \tag{4.1}
\end{equation*}
$$

$A_{L}$ being a normalization constant. In this case a solution to Eq. (3.13) can be obtained in a closed form and it will depend parametrically on $\gamma$. To this end, we follow Ref. 6 and express the solution to Eq. (3.13) in terms of the associated Green's function

$$
\begin{equation*}
f_{\sim}^{e}(r)=\int_{0}^{\infty} d r^{\prime} \mathscr{G}\left(r, r^{\prime}\right) \mathscr{V}^{e}\left(r^{\prime}\right) \tag{4.2}
\end{equation*}
$$

(The dependence of these functions on $k$ and $\ell$ is understood throughout.) The Green's function, in turn, can be expressed in terms of the regular and irregular solutions to the homogeneous equation associated with Eq. (3.13) ${ }^{14}$ :

$$
\mathscr{G}\left(r, r^{\prime}\right)=-\frac{1}{W\left(r^{\prime}\right)} \begin{cases}\mathscr{R}(r) \mathscr{J}\left(r^{\prime}\right) & \left(r<r^{\prime}\right)  \tag{4.3}\\ \mathscr{J}(r) \mathscr{R}\left(r^{\prime}\right) & \left(r>r^{\prime}\right)\end{cases}
$$

where $W(r)$ is the Wronskian

$$
\begin{equation*}
W(r)=\mathscr{J}(r) \frac{d \mathscr{R}(r)}{d r}-\mathscr{R}(r) \frac{d \mathscr{J}(r)}{d r} \tag{4.4}
\end{equation*}
$$

Suitable boundary conditions require the Green's function to remain bounded everywhere.

The solutions to the homogeneous equation associated with Eq. (3.13) whereby $R_{L}(r)$ is taken of the form (4.1) can be readily obtained by setting

$$
\begin{equation*}
F(r)=r^{\eta} e^{-\epsilon r / 2} w(\zeta r) \tag{4.5}
\end{equation*}
$$

where $F$ stands for either $\mathscr{R}$ or $\mathscr{\mathscr { V }}$ and ( $\epsilon, \eta, \zeta$ ) are constants to be determined. The transformed equation for $w$ then reads:

$$
\begin{align*}
\frac{d^{2}}{d r^{2}} & w(\zeta r)+\left[\frac{2(L+\eta+1)}{r}-2 \gamma-\epsilon\right] \frac{d}{d r} w(\xi r) \\
& +\left\{[\eta(\eta-1)+2 \eta(L+1)-\ell(\ell+1)]\left(1 / r^{2}\right)\right. \\
& -[2 \gamma \eta+\eta \epsilon+\epsilon(L+1)](1 / r) \\
& \left.+\epsilon^{2} / 4+\epsilon \gamma-2 m^{*} \omega_{k}\right\} w(\zeta r)=0 \tag{4.6}
\end{align*}
$$

which reduces to the standard Kummer's equation ${ }^{15}$

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} w(\zeta r)+\left(\frac{b}{r}-\zeta\right) \frac{d}{d r} w(\zeta r)-\frac{a \zeta}{r} w(\zeta r)=0 \tag{4.7}
\end{equation*}
$$

provided we identify

$$
\begin{align*}
& b=2(L+\eta+1), \quad \zeta=\epsilon+2 \gamma \\
& \eta^{2}+\eta(2 L+1)=\ell(\ell+1)  \tag{4.8}\\
& a \zeta=2 \gamma \eta+\eta \epsilon+\epsilon(L+1) \\
& \epsilon^{2}+4 \epsilon \gamma-8 m^{*} \omega_{k}=0
\end{align*}
$$

The five unknowns here are thus determined uniquely by solving the quadratic equations for $\epsilon$ and $\eta$ :

$$
\begin{align*}
& \epsilon=2\left(\left(\gamma^{2}+2 m^{*} \omega_{k}\right)^{1 / 2}-\gamma\right)  \tag{4.9}\\
& \left.\eta=\frac{1}{2}\left[(2 L+1)^{2}+4 \ell(\ell+1)\right)^{1 / 2}-(2 L+1)\right]
\end{align*}
$$

where the boundary conditions have been used to fix the sign
of the square roots. Notice that every unknown turns out to be positive definite.

The Green's function (4.3) can now be written in terms of the regular ( $\Phi$ ) and irregular ( $\Psi$ ) Kummer's functions:

$$
\left.\begin{array}{l}
\mathscr{G}\left(r, r^{\prime}\right) \\
=2 m^{*}[\Gamma(a) / \Gamma(b)] \xi^{b-1} r^{\eta} r^{b-\eta} e^{-2 \gamma r^{\prime}} e^{-(\epsilon / 2)\left(r+r^{\prime}\right)} \\
\end{array}\right) \times\left\{\begin{array}{ll}
\Phi(a, b, \zeta r) \Psi\left(a, b, \zeta r^{\prime}\right) & \left(r<r^{\prime}\right),  \tag{4.10}\\
\Psi(a, b, \zeta r) \Phi\left(a, b, \zeta r^{\prime}\right) & \left(r>r^{\prime}\right),
\end{array}, ~(4.10),\right.
$$

where $\Gamma$ is Euler's gamma function.
The restricted form (4.1) requires us to replace solving the differential equation (A4) for $R_{L}(r)$ with finding the minimum of the function

$$
\begin{align*}
E(\gamma)= & A_{L}^{2} \int_{0}^{\infty} d r e^{-2 \gamma r r^{2 L+1}} \\
& \times\left[\frac{2(L+1) \gamma-\gamma^{2} r}{2 m^{*}}+\sigma_{\mathrm{eff}}(r) r\right] \tag{4.11}
\end{align*}
$$

which determines the parameter $\gamma$ self-consistently together with the screening functions (4.2).
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## APPENDIX: EFFECTIVE POTENTIAL FOR THE RADIAL EQUATION

The effective potential (3.7) can be rewritten in terms of the radial functions $f_{k f}(r)$ alone. For the last two terms at the right-hand side of Eq. (3.7) this can be simply achieved by using the addition theorem for spherical harmonics. For the second term there, one has to express the gradient operators in spherical coordinates and to make use of the identity

$$
\sum_{m=-r}^{\ell}\left[\frac{\partial Y_{\ell m}(\hat{r})}{\partial \theta} \frac{\partial Y_{e_{m}}^{*}(\hat{r})}{\partial \theta}+\frac{1}{\sin ^{2} \theta} \frac{\partial Y_{\ell m}(\hat{r})}{\partial \varphi} \frac{\partial Y_{e_{m}}^{*}(\hat{r})}{\partial \varphi}\right]
$$

$$
\begin{equation*}
=[(2 \ell+1) / 4 \pi] \ell(\ell+1) \tag{A1}
\end{equation*}
$$

which follows from Eq. (3.11) after straightforward manipulations. The result is

$$
\begin{align*}
\sum_{\ell m} \nabla & f_{\sim}^{k \ell m}(\mathbf{r}) \cdot \nabla f_{k \ell m}(\mathbf{r}) \\
& =\sum_{\ell} \frac{(2 \ell+1)}{4 \pi}\left[\left|\frac{d f_{k \ell}(r)}{d r}\right|^{2}+\frac{\ell(\ell+1)}{r^{2}}\left|f_{k \ell}(r)\right|^{2}\right] \tag{A2}
\end{align*}
$$

so that:

$$
\begin{align*}
\vartheta_{\mathrm{eff}}(r)= & v_{b}(r)-\frac{1}{\pi^{1 / 2}} \int_{0}^{\infty} d k \mathscr{V}_{k 0}^{h} f_{k 0}(r) \\
& +\sum \frac{(2 \ell+1)}{4 \pi} \int_{0}^{\infty} d k\left\{\frac{1}{2 m^{*}}\left|\frac{d f_{k \ell}(r)}{d r}\right|^{2}\right. \\
& +\left[\frac{\ell(\ell+1)}{2 m^{*} r^{2}}+\omega_{k}\right]\left|f_{k \ell}(r)\right|^{2} \\
& \left.-2 \mathscr{V}_{k \ell}^{e}(r) f_{k \ell}^{*}(r)\right\}, \tag{A3}
\end{align*}
$$

where the contribution of the hole to $f_{k \ell}(r)$ is present only for $\ell=0$ [cf. Eq. (3.9)]. Taking Eqs. (3.8) and (3.10) into account, the effective Schrödinger equation (3.5b) becomes eventually:

$$
\begin{align*}
& \frac{1}{r^{2}} \frac{d}{d r}\left(r^{2} \frac{d R_{L}(r)}{d r}\right) \\
& \quad+\left\{2 m^{*}\left[E-v_{\mathrm{eff}}(r)\right]-\frac{L(L+1)}{r^{2}}\right\} R_{L}(r)=0 \tag{A4}
\end{align*}
$$
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